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#### Abstract

The authors use matched employer-employee panel data on Belgian private-sector firms to estimate the relationship between wage/productivity differentials and the firm's labor composition in terms of part-time and sex. Findings suggest that the groups of women and part-timers generate employer rents, but also that the origin of these rents differs (relatively lower wages for women, relatively higher productivity for part-timers). Interactions between gender and part-time suggest that the positive productivity effect is driven by male part-timers working more than 25 hours, whereas the share of female part-timers is associated with wage penalties. The authors conclude that men and women differ with respect to motives for reducing working hours and the types of part-time jobs available to them: women often have to accommodate domestic constraints by downgrading to more flexible jobs, whereas male part-time work is frequently related to training and collectively negotiated hours reductions that do not affect hourly pay.
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## 1 INTRODUCTION

Over the past three decades, part-time jobs have become a prominent feature of many structural labour market changes in Europe and North America, and different scholars have identified part-time employment as one of the main factors underpinning processes of job flexibilization (Branine 1999; Edwards and Robinson 2000). Given that this type of employment majoritarily concerns women, it also raises issues linked to gender equality and the way in which contemporary societies organize the reconciliation of job market participation with non-market activities (Connolly and Gregory 2010).

In this paper we provide quantitative results for the relationship between the intra-firm composition of labour in terms of working hours and gender, on the one hand, and the firm's average hourly wage and average productivity on the other hand. The paper contributes to the literature on part-time work by estimating the effect of male and female part-time employment on productivity, wages, and productivity-wage gaps for the case of Belgian private-sector firms; we are notably able to measure potential economic rents.

To do so, we use detailed longitudinal matched employer-employee data over the period 1999-2010. Our data offer several advantages. First, the panel provides accurate information on average productivity and wages within firms (i.e. on the average added value per hour and the mean hourly wage) and enables us to consider a wide range of worker and firm characteristics (such as sex, education, age, occupation, type of contract, firm size, capital endowment, and sector). Second, we are able to tackle various potential biases that are not always accounted for in the empirical literature on part-time work such as firm-level fixed unobserved heterogeneity and endogeneity issues (possible unobserved time-varying factors remain a limitation of our approach). Finally, our study takes the heterogeneity of part-time employment into account and examines the distinction between 'short' and 'long' part-time (Hirsch 2005; Russo and Hassink 2008). Indeed, the repercussions of part-time arrangements on wages and productivity are likely to differ substantially according to whether the individual is absent during much of the work week (short part-time) or almost working fulltime (long part-time).

## 2 REVIEW OF THE LITERATURE

### 2.1 Theoretical background

In this section we present three partly overlapping explanations for differences in hourly pay and productivity between part- and full-time workers and discuss their potential gender dimension.

### 2.1.1 Cost structure of employment

A first cluster of theories concerns the cost structure of firms. The existence of fixed costs including administrative costs of maintaining records for each employee, recruitment and firing costs, and fringe benefits that are independent of working hours - generally implies that total labour costs do not increase proportionally with working hours (Montgomery 1988). As a result, part-time workers are relatively more costly and may therefore receive lower wages. It can also be argued that part-time workers may give rise to coordination costs (Lewis 2003): while part-time can be easily managed in a Taylorist organisation in which workers can be substituted for each other, organisations that rely on task-specific skills may experience that part-time jobs create communication gaps or jeopardize output continuity (Bonamy and May 1997). The cost advantages and disadvantages associated with managing a part-time workforce have been recorded in a qualitative analysis of the nursing profession in the UK by Edwards and Robinson (2004). Questionnaire respondents identified disadvantages such as communication problems, an increase in administrative costs, overhead expenditures associated with training and difficulties regarding service continuity.

Female employment might also affect the cost structure if employers associate female jobs with relatively higher costs, for instance due to faster turn-over or more absenteeism due to the fact that women are more likely to be constrained by domestic or care duties and have more fractured career patterns due to maternity leaves.

### 2.1.2 Labour productivity

The second cluster of theories is concerned with differences in labour productivity. Most theories concern productivity gaps between full- and part-time jobs; it is rare to find arguments that associate productivity differences directly with sex. A well-known argument
against part-time work is that daily start-up costs imply that productivity picks up only slowly during the working day. As a result, the worker's productivity during the last hour of work exceeds average productivity (Barzel 1973). However, other authors point to the tiredness associated with long working hours and argue that part-time workers could outperform their fatigued full-time colleagues (Brewster and al. 1994). In addition, part-time jobs might allow individuals to make better use of the circadian rhythm and reduce the amount of stress, potentially leading to higher performance (Pierce and Newstrom 1983; Baltes et al. 1999).

A challenge associated with part-time work is that managers might not always adjust expectations correctly when employees move from full to part-time, thus influencing the effectiveness of flexible work policies (Stanworth 1999). For instance, working reduced hours often entails to deal in a shorter time with what effectively remains a full-time workload (Edwards and Robinson 2000; Lewis 2001, 2003), a phenomena that could lead to a gap between productivity and wages of part-time workers.

Productivity gains from part-time can be realised by dividing work hours over a larger pool of employees; by extending opening hours without increasing payroll costs; or by exploiting firm-specific capital more intensively. In short, part-time often means that employers can react more flexibly to market changes and needs. Shepard et al. (1996) indeed argue that flexible working hours and alternatives to the traditional full-time work schedule might increase productivity and wages; for instance, part-time wage premia have been observed in sectors facing seasonal or fluctuating demand that cannot be managed through the carrying of inventories. In this context, employers may pay higher wages to part-time workers in order to staff highly productive peak periods. Results in Hagemann et al. (1994), using a survey of 3,000 employees in five German companies from different industries show that: i) standard part-time (i.e. employees working fewer hours per day) increases motivation and reduces absenteeism; ii) cyclical part-time enables to manage peaks and troughs in demand more efficiently (e.g. in industries such as tourism and banking); and iii) shift-based part-time might extend operating hours, leading to a more intense use of capital. Productivity-enhancing effects of part-time have also been found in a study using the National Organizations Survey of US firms by Perry-Smith and Blum (2000) and in estimates based on the employeremployee cross-sectional dataset of Dutch pharmacies by Nelen et al. (2011).

Policies in favour of part-time work are often justified by the idea that reduced hours enable individuals with multiple roles (especially women) to reconcile commodified and private work, thereby leading to higher productivity. While the direct effect of part-time on productivity is rarely measured, there is some evidence that part-time reduces stress (a
phenomenon arguably related to multiple duties at work and home). For instance, the study of Branine (2003) based on data obtained from a questionnaire and interviews of hospital staff in the UK, France, and Denmark finds that part-time work is usually associated with low absenteeism and less stress. Moreover, the study by Edwards and Robinson (2000) uses qualitative analysis of the metropolitan police service in the UK to document that part-time work helps to retain experienced staff who would otherwise exit the labour force (especially women) and to increase job satisfaction and commitment.

Finally, an important productivity effect of part-time relates to human capital. Indeed, many authors hypothesize a negative relationship between working hours and involvement in training (Jepsen, 2001). One of the underlying mechanisms is that part-timers might arguably be less committed to career goals and that domestic responsibilities and career interruptions could crowd out personal investments in training, but employers might also be less willing to invest in the training of part-time workers. Empirical research tends to back the claim of lower human capital accumulation among part-timers. Felstead et al. (2000) show that workers moving from full- to part-time employment are likely to experience a stagnation of skills. Walby and Olsen (2003) find that women working part-time are the least likely to improve their skills. Branine (2003) also presents evidence that part-time is associated with low employment commitment and relatively lower skills. Edwards and Robinson (2000) cite the marginalization of part-time workers in terms of training among the disadvantages of these work arrangements. On average, the part-time nurses interviewed by Edwards and Robinson (2004) declared to be less satisfied with training opportunities and promotions than their full-time colleagues.

### 2.1.3 Institutional factors

The final set of theories argues that pay differentials are often related to the institutional embeddedness of male and female part-time employment. Several studies have shown that part-timers are characterised by a lower level of union membership (Riley 1997) and are assumed to have lower bargaining power (Skåtun 1998). Negotiated overtime premia are a case in point: in most sectors unions have successfully lobbied for overtime premia for fulltime employees exceeding contractually fixed working hours, while extra hours of part-time workers generally do not give rise to any overtime premium. Collective bargaining is likely to affect men and women differently given that unionization is typically stronger in predominantly male occupations/sectors. As a consequence, decentralisation of bargaining
increases inter-sectoral pay differentials and gender/part-time wage penalties since women and part-timers are clustered in the same low-paying sectors (Teuling and Hartog, 1998).

Another factor is related to fiscal policies. Countries like Belgium, France, Germany and the UK promote part-time by subsidizing it through reduced social security contributions or tax relief which could lead to lower wage costs for employers. Also the composition of income and payroll taxes may influence the wage difference between full-time and part-time workers (Koskela and Schöb 1999). However, payroll taxation is also found to decrease the wage rate with the number of hours worked.

Pay penalties for part-time workers and women have also been associated with intra-firm decision-making structures that are often biased towards (male) full-time employees. The latter group enjoys privileged access to formal and informal information and power, which in turn leads to different career patterns and gender pay gaps (Grimshaw and Rubery 2001). In the broader perspective, female part-time work cannot be dissociated from the societal division of work based on stereotypical patterns: women still accomplish relatively more domestic (and almost always unpaid and low-status) work, while male roles involve more often commodified work and the pursuit of a career as 'bread-winner'.

Finally, the legislative context could influence the relationship between productivity and wages of women and part-time workers. In addition to fiscal policy, anti-discrimination laws, minimum wage legislation and institutionalised rights to request flexible working (in the UK introduced in 2003) may have a positive impact on the relative remuneration of both parttimers and women.

In light of the different theories reviewed in this section, the task of empirical research in this area should be to disentangle the relative incidence of each of the different factors so as to explain any gaps between part-timer's productivity and wages. Unfortunately, the literature has so far not even firmly established whether such gaps actually exist.

### 2.2 Empirical evidence on productivity-wage gaps

The reason why the empirical literature still struggles to determine the precise magnitude of pay gaps is twofold. On the one hand, the studies on productivity effects of male and female part-time we mentioned above do not compare productivity patterns with wage differentials. On the other hand, studies decomposing the wage gap between part-time and full-time workers do not include independent productivity measures. Instead, they rely on proxy
variables such as education, occupation, sector of activity, experience, etc. which capture productivity differentials only imperfectly.

Bardasi and Gornick (2008), for instance, use micro-data for 1995 from the Luxembourg Income Study and find a significant part-time pay penalty for women in a crosscountry comparison of Canada, Germany, Italy, Sweden, the UK and the US. But with the exception of Sweden, they conclude that much of these gaps should be attributed to different forms of segregation because worker and job controls substantially reduce the part-time pay penalty. Analogous results for the UK labour market can be found in Manning and Petrongolo (2008) who use pooled data from the Labour Force Survey from 2001 to 2003 to show that differences in the types of jobs and occupational segregation are the main factors associated with the hourly part-time pay penalty inflicted on British women. Hardoy and Schone (2006) use pooled data for 1997 and 1998 from the Norwegian Level of Living Surveys and record no hourly wage differences between female part-time and full-time and no evidence of systematic selection bias after controlling for observed characteristics. Rodgers (2004) develops a cross-sectional analysis using the 2001 wave from the Household, Income and Labour Dynamics in Australia Survey and does not find significant hourly part-time pay gaps for Australian workers once selection into types of employment and worker and job characteristics are controlled for. Also Booth and Wood (2008), using panel data of the first four waves of the same survey (2001-2004), do not detect any part-time penalty in Australia. In fact, they observe the opposite: once unobserved individual heterogeneity is taken into account part-time women and men appear to be paid a premium.

Hirsch (2005) uses level and longitudinal estimates of wages from the US Current Population Survey (1995-2002) and also ascribes the largest share of the hourly part-time penalty to differences in worker and job characteristics; once full controls are included in the model, he finds that the part-time pay gap is very modest at the beginning of individual careers. However, the part-time wage penalty tends to increase over time, a phenomenon that might reflect that part-timers accumulate lower levels of experience and human capital. Similar patterns are found by Russo and Hassink (2008), who use the pooled waves from 1999 and 2001 of the Working Conditions Survey for the Dutch labour market, and the study of career biographies of women from the UK by Connolly and Gregory (2010). On a societial scale, potentially negative effects of part-time on productivity are also likely to reinforce the traditional division of labour within households and create a negative feedback effect on the remuneration of part-time workers and women (Blau, 1984).

A very appealing way to avoid the problematic reliance on imperfect productivity proxies in these studies has been presented by Hellerstein et al (1999) and refined by Hellerstein and Neumark (2004) and others. In a nutshell, the authors use matched employeremployee data in order to simultaneously measure the contribution of women (and other groups of employees) to both added value and the firm's average wage (Section 4 presents the approach in more detail). Hellerstein et al. conclude that US women appear to be relatively less productive than their male colleagues, but also that this productivity difference is significantly smaller than the pay gap between men and women. In other words, women as a group appear to generate economic rents for their employers. Our study builds on Hellerstein et al.'s pioneering work but combines the estimation of the relative productivity and wages of women with the issue of part-time work, in particular the potential interaction between working time and sex. Indeed, no study we are aware of uses accurate information on both wages and productivity in order to investigate whether part-time work generates economic rents and, a fortiori, whether part-time rents differ for men and women.

### 2.3 The case of Belgium

The development of part-time work in Belgium occurred earlier and affects a greater proportion of the labour force than in most OECD countries (OECD 2012). ${ }^{1}$ Some authors have argued that the principle cause for this trend is not the feminization of the Belgian labour force per se, but rather economic crises and job shortages that have led employers and policy makers to propose part-time arrangements to women. Anecdotal evidence for this proposition is the discriminatory character of early part-time arrangements introduced in the 1980, such as the case of the Belgian firm Bekaert-Cockerill: in 1982, to face the problems encountered on its site in Fontaine-l'Evêque, the firm imposed mandatory part time on all female employees who were not household heads (Plasman 2007).

In 2011, the Belgian part-time rate as a percentage of total employment was 18.8 percent, a figure that is 2.2 percentage points higher than the OECD average. Belgium is not exceptional as regards the overrepresentation of women in part-time jobs. Indeed, in 2011 the proportion of women working less than full hours was 25.4 percentage points higher than the corresponding male rate of only 7 percent. As for segregation into occupations and sectors of activities, part-time workers in Belgium are overrepresented in elementary, service and craft

[^0]occupations as well as in the manufacturing sector, hotels and restaurants, and the transport and telecommunications sector (Meulders and O’Dorchai 2009).

The regulation of part-time work in Belgium heavily relies on collective bargaining agreements at the national and sectoral level. These agreements cover all Belgian workers (i.e. their coverage rate is $100 \%$ ). Unlike their counterparts in the United States, Belgian part-time workers are covered by unemployment insurance independently of the amount of hours worked. Benefits and other kinds of non-wage advantages are typically defined on a pro rata basis. Like in most countries, the progressivity of income tax encourages the reduction of working time in order to fall within lower tax brackets.

Some of the Belgian collective bargaining agreements incorporate explicit antidiscrimination rules. Meulders and O’Dorchai (2009) argue that Belgian labour law is more favourable to waged workers than the 1993 European Union Directive on working time allowing firms to opt out on certain elements of the Directive, such as the maximum number of weekly working hours. Unsurprisingly, in June 2008 Belgium voted against the application of this opt-out clause in the Council of Ministers of the EU. Belgium's antidiscrimination policies compare favourably with EU Member States and the country is considered a 'good European pupil' (Institute for the equality of women and men, 2010; p. 71).

Similar to related work on other countries cited above, empirical studies on Belgium suggest that pay penalties associated with part-time work and sex are correlated with individual and firm characteristics. Jepsen (2001) and Jepsen et al. (2005) use data on the 1990s from the Household Panel Survey and the Structure of Earnings Survey, respectively, and conclude that the pay difference between part- and full-time women is accounted for by observable characteristics. O’Dorchai et al. (2007) find that male part-timers are paid 24 percent less per hour than male fulltimers, but only 28 percent of this difference is left unexplained by observables in their Oaxaca-Blinder decomposition. Jepsen (2001) finds that only 13.7 percent of the full-time gender pay gap remains after introducing observable characteristics. The above-mentioned shortcoming of Oaxaca-Blinder-type decompositions of course also applies to extant studies on Belgium: in the absence of an independent productivity measure, observable characteristics only 'explain' observed part-time wage gaps if they are correlated with labour productivity.

The productivity effects of part time are likely to depend on the motives that lead individuals to reduce working hours; if men and women reduce working hours for different reasons, we might observe a gender bias in the productivity effects of part-time. Anxo et al. (2002), for instance, have shown that the presence of children is among the chief determinants
of women's working hours. A representative picture of part-time motives for Belgian men and women can be found in the European Union Statistics on Income and Living Conditions (EUSILC), Eurostat's EU-wide panel survey, which among many other job-related variables includes the item "reason for working less than 30 hours per week". Figure 1 shows the results for the Belgian sample for the period 2008-2010. Comparing the answers of 436 men and 2,453 women working less than 30 hours reveals a clear gender bias: the most frequent reason for female part-time is "Household work, looking after children or other persons" (29.9 percent of female responses), followed by "Do not want to work more" ( 28.3 percent). The most frequent responses for men are "Want to work more hours but cannot find a job(s) or work(s) of more hours" ( 25 percent) and "Number of hours considered as a full-time job" (24.5 percent). Moreover, 7.1 percent of men state to work part-time due to training or education activities, against only 1.4 percent of women. In Section 5 we show how these response patterns can be linked to our empirical findings.
\{\{Place Figure 1 about here \}\}

## 3 DATA AND DESCRIPTIVE STATISTICS

### 3.1 Data

Our empirical analysis is based on a combination of two large data sets spanning the period 1999-2010. The first is the Structure of Earnings Survey (SES). It covers all firms operating in Belgium that employ at least 10 workers and with economic activities within sections C to K of the NACE nomenclature (Rev. 1). The survey contains a wealth of information, provided by the management of firms, both on the characteristics of the latter (e.g. sector of activity, number of workers, level of collective wage bargaining) and on the individuals working there (e.g. age, education, tenure, gross earnings, paid hours, sex, occupation, etc). ${ }^{2}$ The SES provides no financial information. Therefore, it has been merged with a firm-level survey, the

[^1]Structure of Business Survey (SBS). The SBS provides information on financial variables such as firm-level added value and gross operating surplus per hour. The coverage of the SBS differs from the SES in that it does not include the whole financial sector (NACE J) but only Other Financial Intermediation (NACE 652) and Activities Auxiliary to Financial Intermediation (NACE 67). The data collection and merger of the SES and SBS datasets has been carried out by Statistics Belgium using firms' social security numbers.

Two filters have been applied to the original data set. Firstly, we deleted firms that are publicly controlled and/or operating in predominantly public sectors from our sample. The rationale of this filter derives from standard productivity theory and the requirement that prices have to be economically meaningful. All regressions are therefore applied to privately controlled firms only. ${ }^{3}$ Secondly, in order to ascertain that firm averages are based on a sufficient number of observations we filtered out firms that provided information on less than 10 employees. ${ }^{4}$

Our final sample (used in the difference Generalized Method of Moments (GMM) specification, see below) consists of an unbalanced panel of 1,430 firms and 128,006 individuals, yielding 5,171 firm-year-observations during the 12 year period (1999-2010). It is representative of all medium-sized and large firms employing at least 10 employees within sections C to K of the NACE Rev. 1 nomenclature, with the exception of large parts of the financial sector (NACE J) and almost the entire electricity, gas, and water supply industry (NACE E).

Our earnings measure corresponds to total gross wages, including premia for overtime, weekend or night work, performance bonuses, commissions, and other premia. Work hours represent total effective remunerated hours in the reference period (including paid overtime hours). The firm's added value per hour is measured at factor costs and based on the total number of hours effectively worked by the firm's employees. All variables in the SES-SBS are provided by the firm's management and therefore more precise compared to self-reported employee or household surveys.

[^2]
### 3.2 Descriptive statistics

It is standard practice to define part-time with reference to the national benchmark of full-time working hours (ILO Part-Time Work Convention No. 175 from 1994; Bardasi and Gornick 2008; Manning and Petrongolo 2008). In Belgium, national collective agreements fix maximum working time at 38 hours per week and 8 hours per day. These thresholds are renegotiated by social partners in most industries and/or firms so that actual statutory maximum working hours are often closer to 35 hours per week and 7 hours per day (Meulders and O'Dorchai 2009). Working hours exceeding these thresholds are typically treated as overtime. In our data, the 35 -hour mark clearly stands out as threshold separating the bulk of 'normal' full-time employments from the rest of the workforce (see vertical lines in panels a (women) and b (men) of Figure 2) and we therefore define part-time work as involving less than 35 hours per week (cf. Rodgers 2004; Booth and Wood 2008).

## \{\{Please place Figure 2 about here \}\}

Past research has highlighted considerable heterogeneity among part-time workers (Hirsch 2005; Russo and Hassink 2008). For instance, the repercussions of part-time arrangements are likely to differ according to whether the individual is absent during much of the work week (e.g. an employee with peripheral tasks coming in only one or two days per week) or whether she is almost working full-time (e.g. an employee who works similarly to her full-time colleagues during the entire week but leaves the office on Friday noon). Panel a of Figure 2 is a quantitative illustration of the heterogeneity of female part-time work: the distribution has two local peaks around 20 and 30 hours per week. In the absence of an obvious threshold to distinguish 'short' from 'long' part-time, we used three different limits for short part-time: 20, 25 and 30 hours (see Section 4.3). We therefore distinguish between three groups: workers with up to 20/25/30 hours (short part-time); between 20/25/30 and 35 hours (long part-time); and 35 or more working hours per week (full-time). ${ }^{5}$
\{\{Please place Table1 about here\}\}

[^3]Applying these definitions to the Belgian SES wage data yields an average wage gap between full-time men and women of 11 percent during the 2000s (see Table 1). The gender wage gap among workers with short and long part-time was 7 and 20 percent, respectively. We also observe wage penalties linked to working time: women with long part-time jobs earn 9 percent less than female fulltimers, whereas the penalty for short part-timers is 26 percent. The corresponding wage penalties among men are 12 and 16 percent, respectively.

## \{\{Please place Table1 about here\}\}

Table 2 sets out the means of selected variables both at the firm and individual level. At the firm level, the average share of fulltimers is 76.8 percent, the shares of short and long part-time are 5.5 and 17.6 percent, respectively. ${ }^{6}$ Moreover, 22 percent of hours are worked by women; 52.1 percent by workers younger than 40 years; and 3.8 percent by people on fixed-term contracts.

At the individual level, we observe a positive relationship between working time and the hourly added value of the firm in which the individual is employed. The group of full-time workers contains a higher share of individuals below 40 years (53.3) compared to short and long part-time; the distribution of educational credentials is positively related with the length of the working week, with women being better educated than men in our sample ( 34 percent have reached ISCED levels 5 , 6 or 7 compared to only 22 percent of men). The incidence of fixed-term work contracts is similar among full-time and long part-time workers (around 4 percent), but twice as high among short part-timers.

In several occupations full-time jobs clearly predominate, namely managers, professionals and technicians. By contrast, the proportion of part-time among elementary occupations is considerably higher. The distribution of working time is highly gendered, so that the information in Table 2 can be complemented with figures on the occupational distribution and working regimes by sex (see Appendix A). For instance, the share of clerical occupations among male fulltimers is 10.6 percent and decreases to 4.4 among part-timers; female clerks, however, represent a higher share of full-time jobs ( 40.1 percent), but also remain the biggest group among long and short part-time jobs. Crafts and machine operators are more evenly distributed with respect to working time, but these occupations are much more frequent among male workers. The opposite holds for service and elementary

[^4]occupations: the share of these groups is higher among women and represents respectively 9.1 and 23.5 percent of all female short part-time hours.

As to the distribution of working time regimes across sectors of activity, fulltimers are overrepresented in the construction sector, whereas long part-time jobs are overrepresented in manufacturing. Short part-time is overrepresented in hotels and restaurants, services (real estate, renting and business activities) and transport, storage and communication. The distribution across sectors and working regimes differs among men and women (Appendix A). Men are more concentrated in manufacturing and construction, two sectors that also provide the bulk of male part-time jobs; we find higher shares of women in wholesale and retail, transport, storage and communication as well as real estate, renting and business activities. The latter concentrates 22.2 percent of all short part-time hours worked by women (compared to only 5.8 percent for men).

## 4 ESTIMATION STRATEGY AND RESULTS

### 4.1 Model specification

Our model is based on the separate estimation of an added-value function and a wage equation at the firm level. The added-value function yields estimates for the average marginal product of each category of workers (part-time workers, women, etc), while the wage equation estimates the respective impact of each group on the average wage paid by the firm. Estimating both equations with the same set of explanatory variables allows comparing the parameters regarding the (average) marginal product and the (average) wage. This technique was pioneered by Hellerstein et al. (1999; 2004) and refined by Aubert and Crépon (2003) and van Ours and Stoeldraijer (2011). It is now standard in the literature regarding the productivity and wage effects of labour heterogeneity (Cataldi et al. 2012; Göbel and Zwick 2012).

The firm-level average productivity and wage equations in our baseline specification (Model 1) are:

$$
\begin{align*}
& \log (\text { Value Added/Hours })_{i, t}=\alpha+\beta A_{i, t}+\delta B_{i, t}+\lambda X_{i, t}+\varepsilon_{i, t}  \tag{1}\\
& \log (\text { Total Wages/ } / \text { Hours })_{i, t}=\alpha^{*}+\beta^{*} A_{i, t}+\delta^{*} B_{i, t}+\lambda^{*} X_{i, t}+\varepsilon_{i, t}^{*} \tag{2}
\end{align*}
$$

The dependent variable in equation (1) is firm i's hourly added value, obtained by dividing the total added value by the firm $i$ in period $t$ by the total number of working hours (taking into account paid overtime hours). The dependent variable in equation (2) is firm $i$ 's average hourly gross wage (including premia for overtime, weekend or night work, performance bonuses, commissions, and other premia), i.e. the firm's total wage bill divided by total hours. The independent variables are shares in total work hours: for instance, parttime shares are measured in terms of the proportion of hours worked by part-time workers over the total amount of hours worked within the firm.

The main variables of interest are the shares of hours worked by part-time and female workers ( $A_{i, t}$ and $B_{i, t}$ ). The shares of full-time and male workers are thus our reference categories. Model 1 serves as the baseline specification and is extended in Sections 4.3 and 4.4: the former introduces the distinction between short and long part-time work (Model 2); the latter also includes the distinction between short and long part-time but in addition allows for the impact of these regimes to differ among men and women (Model 3). ${ }^{7}$

All models include the vector $X_{i, t}$ containing a set of observable characteristics of the firm and its labour force. More precisely, it contains the size of the firm and its square; respectively two and seven covariates for the educational and occupational composition of the workforce; the share of workers younger than 40 years; the fraction of workers with a fixedterm employment contract, the firm's capital stock ${ }^{8}$, eight dummy variables for economic sectors and eleven year dummies.

Estimating equations (1) and (2) allows gauging the effect of the shares of part-time and female workers on firm productivity and wages, but it does not allow testing directly whether the difference between added-value and wage coefficients is statistically significant for a given group of workers. A straightforward test for the significance of productivity-wage gaps has been proposed by van Ours and Stoeldraijer (2011). We apply a similar approach and estimate a model in which the difference between firm i's hourly value added and hourly wage is regressed on the same set of explanatory variables as in equations (1) and (2). This produces coefficients for the different groups measuring directly the size and significance of their respective productivity-wage gaps.

[^5]Equations (1) and (2), as well as the productivity-wage gap, can be estimated using different methods, for instance pooled Ordinary Least Squares (OLS) or a fixed-effect model. However, pooled OLS estimators of productivity models have been criticized for their potential "heterogeneity bias" (Aubert and Crépon 2003: 116) due to the fact that firm productivity (and mean wages) depend to a large extent on firm-specific, time-invariant characteristics that are not measured in micro-level surveys. As a consequence, these estimators might be biased since unobserved firm characteristics may simultaneously affect the firm's added value (or wage) and the composition of its workforce. This is referred to as a problem of spurious correlation and could be caused by factors such as an advantageous location of the firm, firm-specific assets like the ownership of a patent or other firm idiosyncrasies.

While estimating firm-level fixed-effects enables us to attenuate the problem of unobserved firm characteristics, the fixed-effect estimator does not address the potential endogeneity of the explanatory variables. The composition of a firm's workforce is likely to be endogenous for several reasons: firstly, workers might choose or accept to work either part-time or full-time according to their degree of job commitment; secondly, any shock in productivity levels (or in wages) might generate correlated changes in the firm's workforce and in labour productivity (or wages) that are not due to changes in the firm's workforce composition per se: for instance, in periods of cyclical downturn firms might reduce workers’ time schedules in order to save on labour costs. In order to tackle both firm-fixed unobserved heterogeneity and potential endogeneity, we estimate Model 1 using a GMM-DIFF estimator. This approach is standard in the literature on the productivity and wage effects of labour heterogeneity (Black and Lynch 2001; Daerden et al. 2006; Van Ours and Stoeldraijer 2011; Göbel and Zwick 2012). It boils down to instrumenting the first-differenced shares of parttime and female workers with their lagged levels (we used first and second lags). The implicit assumption is that changes in productivity and wages in one period, although possibly correlated with contemporaneous variations in the shares of part-time and female workers, are unrelated with lagged levels of the latter. Moreover, changes in the shares of part-time and female workers are assumed to be reasonably correlated to their past levels.

In order to assess the soundness of this approach we performed a range of statistical tests. The first test measures whether the correlation between the instrumental variables and the endogenous variables is low, in which case we would have 'weak' instruments. We used the Kleibergen-Paap rk Wald F statistic to test whether the excluded instruments are relevant. Under the null hypothesis the instruments are weak, i.e. they are not sufficiently correlated
with the endogenous variables. Van Ours and Stoeldraijer (2011) suggest rejecting this hypothesis if the F-statistic is at least 10. The second test is the Kleibergen-Paap rk LM statistic, whose null hypothesis is that the equation is underidentified. The third test concerns the validity of additional instruments and uses the Hansen (1982) test of overidentifying restrictions. Under the null hypothesis the instruments are valid, i.e. uncorrelated with the error term. A fourth indicator tests whether the shares of part-time and/or female workers are indeed endogenous so that an IV approach is warranted. Under the null hypothesis the explanatory variables can actually be treated as exogenous.

### 4.2 Model 1 - Shares of part-time and female workers

Table 3 shows GMM-DIFF estimates of (baseline) Model 1. The figures in column (3) are estimated with (the logarithm of) the difference between the firm's hourly added value and average wage as dependent variable, columns (1) and (2) are obtained with (the logarithm of) the firm's added value per hour and its average hourly wage as dependent variable, respectively. All models have a good fit and pass the Chi-square test. All equations also pass the statistical tests for underidentification, weak identification and overidentification. In addition, we find that the null hypothesis that the shares of part-time and female workers are exogenous can be rejected both in the value-added and productivity-wage gap equations. In the wage regression, the p-value associated to the endogeneity test is equal to 0.12 . Results for the wage equation based on first-differences without instrumenting (available on request) confirm the negative wage effect for women (the significant coefficient is -0.20 ) and suggest a significant but small negative wage effect for part-timers ( -0.03 ).
\{\{Please place Table 3 about here $\}$ \}

Estimates for the control variables reflect other findings in the literature. For instance, relative to the reference category (i.e. the share of workers that are 40 years or older), a higher share of younger workers is negatively related with the firm's hourly wage: relative to the group of elderly workers, an increase of one percentage point in the share of young workers decreases hourly wages by around 0.14 percent (i.e. $0.14 * 0.01=0.0014=0.14$ percent), whereas young workers have no significant impact on added value. The combined result of these two effects is shown in the third column, i.e. the coefficients explaining the gap between added-value and hourly wage. The significant coefficient of 0.19 indicates that a relative
increase in the share of younger workers generates on average a positive rent for the firm, corroborating similar results for Belgium found by Cataldi et al. (2012). Estimates regarding the firm's occupational mix also mirror earlier findings that occupations are associated with significant rents (Gottschalk 1978; Kampelmann and Rycx, 2012): while the firm's occupational composition has a significant impact on the average wage, no similar pattern emerges in the added-value equation - in fact, the productivity coefficients for occupations do not display any significant difference relative to the respective reference groups (service occupations).

Regarding the firm's share of part-time workers, three important results emerge from Table 3. First, we observe that the length of the working week matters for firm productivity: relative to the reference category of fulltimers, a one percentage point change in the share of part-timers is associated with a 0.08 percent change in the firm's productivity. Second, the firm's composition in terms of different working time regimes seems to be unrelated to the average hourly wage: the part-time wage coefficient is statistically insignificant. This corroborates findings by Jepsen (2001) and Jepsen et al. (2005) that part-time work in Belgium is not associated with significant pay penalties once we control for variables like sex, education, occupation and sectors of activity. Third, our results regarding the gap between added value and average wages suggest that an increase in the group of part-time workers generates positive rents for the average employer (the significant coefficient equals 0.09 ).

Table 3 further shows that women as a group are also associated with economic rents (the significant coefficient in the gap equation is 0.12 ). But the origin of these rents is different compared to the effect of part-time work: they do not stem from higher productivity relative to the reference group (men), but from a significantly negative impact on the firm's hourly wage. This is in line with estimations by Jepsen (2001), who finds a negative price effect for women in the Belgian labour market, but differs from those of Vandenberghe (2011) who rejects the hypothesis of gender wage discrimination. ${ }^{9}$

### 4.3 Model 2 - Distinction between long and short part-time

Our second model allows for the part-time effect to differ between 'short' and 'long' parttime. In the absence of any obvious upper threshold for short part-time, Table 4 shows results

[^6]for three alternative thresholds: 20 (Model 2.1), 25 (Model 2.2) and 30 weekly working hours (Model 2.3). The added-value and gap equations in all three models pass all four statistical tests, suggesting that our instrumental variables approach is both warranted and valid. In contrast, results suggest that the shares of part-time and female workers are not endogenous in the wage regressions. Yet, estimates obtained for the wage equations with the first-difference estimator (available on request) are not substantially different from those reported in Table 4.

## \{\{Please place Table 4 about here $\}$ \}

The results for Model 2 corroborate the conclusion of Model 1 regarding the share of female workers: the combination of a significantly negative wage effect and the absence of a productivity difference with respect to the share of male workers suggests that female workers as a group are associated with significant economic rents. The corresponding gap coefficient hardly varies between Models 2.1, 2.2 and 2.3.

Model 2 confirms the above result that part-time workers appear to be more productive relative to fulltimers and that after controlling for observed and firm fixed unobserved characteristics part-time is not associated with differences in pay. However, the distinction between short and long part-time allows pinpointing this effect: all three variations of Model 2 converge in suggesting that the positive impact on productivity is only associated with long part-time - no productivity effect is observed for short part-time. Models 2.1 and 2.2 further indicate that long part-time is associated with significant economic rents. In Model 2.3 these rents are also positive but not significant ( $p$-value $=0.15$ ), a result that suggests that the threshold of 30 hours is probably too high to capture rent differences between full-time and long part-time.

### 4.4 Model 3 - Interactions between sex and part-time shares

Model 3 further refines the analysis by allowing for the effect of short and long part-time to differ between men and women. While adding interaction variables generally comes at the cost of decreasing the precision with which each effect is measured (Göbel and Zwick, 2012), results for Model 3 corroborate Model 2: the positive productivity effect of part-time continues to be associated with long rather than short part-time; and both long part-time and the group of women are associated with significant economic rents (see Table 5). But Model 3 also yields additional insights. Firstly, the positive productivity effect of long part-time
appears only for the subgroup of male long part-time workers but not for women. Secondly, we observe contrasting wage profiles for women and men. ${ }^{10}$ While for men a shorter week is associated with a (slight and not always significant) increase of the firm's hourly wage, for women we observe wage penalties that are inversely related to the length of the working week: in Model 3.1 (based on a threshold for short part-time of 20 weekly working hours), the negative wage coefficients for female full-time, long part-time and short part-time are -0.11, 0.18 and -0.25 , respectively. Women thus accumulate the negative wage effects associated with their sex and with working fewer hours. Finally, the profiles for the gap equation suggest that female full-timers and the group of long part-time workers are associated with employer rents. These rents have different origins according to sex: for male long part-timers the origin lies in their relatively higher productivity, for female long part-timers ${ }^{11}$ and full-timers they can be attributed to the relatively lower pay of these groups. For one of the three variants of Model 3 we also observe significant negative rents (from the employer perspective) associated with male short part-time work, but this result is somewhat unstable.

## \{\{Please place Table 5 about here $\}$ \}

## 5 DISCUSSION AND CONCLUSION

The empirical studies reviewed in Section 2.2 typically 'explain' a significant portion of both the part-time and the gender pay gap using a range of productivity proxies, in general in the framework of Oaxaca-Blinder decompositions. Our approach overcomes two serious limitations of this literature: first, instead of analysing part-time and gender issues separately, we are able to provide estimates of potential interactions; and second, we not only control for a range of individual and firm characteristics typically found in wage gap decompositions (such as education, age, occupation, sector of activity and contract type), but also use an independent productivity measure at the firm level and distiguish between short and long parttime work arrangements. Moreover, our GMM-DIFF approach enables to control for firm

[^7]time-invariant unobserved heterogeneity and for the endogeneity of proportions of part-time and female workers.

Our results mark three incremental steps. Model 1 provides separate estimates for the effects of the intra-firm shares of part-time workers and women. Findings suggest that both characteristics are related to employer rents, but also that these rents are generated through different mechanisms. In the case of part time, the gap between added value and wages per hour is related to a higher productivity relative to the group of fulltimers. By contrast, the rents from female workers appear to be driven by the relatively low pay of this group.

Model 2 introduces the distinction between short and long part time and enables us to pinpoint the productivity of part-time work: results indicate that it is long and not short parttime that is linked to higher added value per hour. This finding is in line with theories that emphasize a positive effect of part-time on labour productivity (Section 2.1.3), but we are not aware of an explicit theory that accounts for the hump-shaped productivity profile we document in this paper: starting with low productivity and low working hours, labour productivity first increases with the length of the work week but then decreases once the fulltime threshold ( 35 hours) is reached. As a consequence, it appears that above around 25 hours per week certain negative aspects of part-time (start-up costs, coordination problems, lower accumulation of human capital, etc) are more than off-set by positive effects (management of fluctuations, longer opening hours, etc). The idea that the observed pattern is driven by a combination of overlapping factors is in line with the fact that our results are insensitive to the exact threshold defining short and long part-time.

Model 3 allows for the effect of short and long part-time to differ among men and women. Despite the higher number of interaction variables in the model, results tend to corroborate the finding of economic rents associated with the shares of both women and long part-timers. In fact, we find a positive gap between the added-value and wage effect for female full-timers and both male and female long part-timers, but the origin of these gaps differ: for the group of male workers in long part-time jobs it is related to increases in firm productivity without increasing hourly wages, while changes in the share of female full-timers and long part-timers are associated with lower wages without decreasing productivity.

Our findings underline the importance of including a gender dimension in the analysis of part-time. Model 3 provides evidence that women's lower pay is tightly related to their involvement in part-time work: the shorter the working week, the higher is the wage penalty inflicted on women. But this does not mean that there is no gender effect because male part-
timers appear not to suffer pay losses. A relevant analytical question is therefore how working less-than-normal working hours yields different outcomes for men and women.

We argue that part of the answer is provided by evidence that a) men and women typically do not have the same motives for working part-time; and b) that the opportunity structure in terms of availability and types of part-time jobs differs among men and women.

Regarding the motives for reduced hours, Section 2.3 shows that male workers are more likely to use part-time to engage in training (and many men want to work longer hours), whereas women put forth domestic duties as the main rationale for working reduced hours (and many women declare not to want to increase hours). In this context, human capital theory predicts that male part-timers are more productive and therefore paid higher wages.

But individual motives can only be a partial explanation given that they necessarily interact with the opportunity structure in which men and women operate. Male part-time is concentrated in certain capital-intensive and unionized sectors (manufacturing, construction) and occupations (crafts, machine operators), and EU-SILC data suggest that relatively more men consider their part-time jobs to be full-time jobs. In Belgium and other European countries with similar gender differences in the employment structure, it is therefore plausible that numerous part-time jobs in predominantly male occupations and industries are likely to be the result of collectively negotiated reductions in working hours. These arrangements are often accompanied with corresponding changes in workplace design but not with reductions in hourly pay rates.

This contrasts with female part-time whose predominance in service occupations and sectors means that hours reductions are less likely to be the result of collective bargaining. Moreover, as Connolly and Gregory (2008) show for the UK, women switching from full- to part-time employment often do so at the expense of occupational downgrading and the loss of firm-specific skills, especially if the employer provides few part-time positions so that women are forced to switch firms in order to reduce hours. Female part-time is therefore more likely to be the result of individual reductions of working hours that are associated with significantly lower wages (without being less productive).

Although our findings suggest that beyond around 25 weekly working hours both male and female part-time work gives rise to employer rents, the welfare implications for men and women are quite different: compared to full-timers, male part-timers do not reap the full benefits of productivity increases but their hourly pay rates do not suffer from this. In contrast, while female part-time does not affect productivity, it is more likely to generate precarity due to the combination of fewer working hours and lower hourly wages.

A challenge for future research in this area is to analyse in more detail the interplay between gender-related differences in individual motives and opportunity structures, for instance by combining data on individual biographies (such as the surveys used by Connolly and Gregory 2008) with firm-level data on productivity and labour force composition (such as the matched employer-employee data used in this paper).
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FIGURE 1 - REASONS FOR WORKING LESS THAN 30 HOURS PER WEEK


Source: Belgian sample of EU-SILC panel, 2008-2010.

FIGURE 2 - DISTRIBUTION OF INDIVIDUALS ACCORDING TO WEEKLY WORKING HOURS (1999-2010)
a) Women



Notes : Data source: SES-SBS 1999-2010. Vertical lines represent 20, 25, 30 and 35 hours per week.

TABLE 1 - AVERAGE GROSS HOURLY WAGES (1999-2010)

|  | Men | Women | (Wage men - wage women)/ <br> wage women |
| :--- | :---: | :---: | :---: |
| Full-time (FT) | 16.57 euros | 14.98 euros | 0.11 |
| Long part-time (LPT) | 14.79 euros | 13.79 euros | 0.07 |
| (Wage $F T$ - wage LPT) / <br> wage LPT | 0.12 | 0.09 |  |
| Short part-time (SPT) | 14.30 euros | 11.88 euros | 0.20 |
| (Wage FT-wage SPT) / <br> wage SPT | 0.16 | 0.26 |  |
| Notes: Constant 2004 euros deflated with CPI. <br> Short part-time: $[0 ; 25[$; long part-time [ $25 ; 35[$. |  |  |  |

TABLE 2 - DESCRIPTIVE STATISTICS AT THE FIRM AND INDIVIDUAL LEVEL (MEAN VALUES FOR 1999-2010)

| Variables: | Firm level | Individual level |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Total | Full-time ${ }^{1}$ | Long parttime $^{2}$ | Short parttime ${ }^{3}$ |
| Ln (added value per hour), constant 2004 euros | 3.78 | 3.81 | 3.86 | 3.76 | 3.63 |
| Ln (hourly wage), constant 2004 euros | 2.79 | 2.76 | 2.79 | 2.69 | 2.66 |
| Pay hours per week | 1097.0 | 35.4 | 39.4 | 31.1 | 16.2 |
| Full-time (\%) ${ }^{1}$ | 76.8 |  |  |  |  |
| Long part-time (\%) ${ }^{2}$ | 17.6 |  |  |  |  |
| Short part-time (\%) ${ }^{3}$ | 5.5 |  |  |  |  |
| Women (\%) | 22.0 | 22.4 | 18.5 | 27.6 | 38.9 |
| Workers < 40 years (\%) | 52.1 | 51.6 | 53.3 | 48.5 | 45.3 |
| Workers >= 40 years (\%) | 47.9 | 48.5 | 46.7 | 51.5 | 54.7 |
| Education level 1 (ISCED 1 and 2) | 32.5 | 34.2 | 30.4 | 41.8 | 46.4 |
| Education level 2 (ISCED 3 and 4) | 41.6 | 41.2 | 39.6 | 45.2 | 44.2 |
| Education level 3 (ISCED 5, 6 and 7) | 25.9 | 24.6 | 30.1 | 13.0 | 9.5 |
| Workers with fixed-term contracts (\%) | 3.8 | 4.5 | 4.0 | 4.3 | 8.2 |
| Managers (\%) | 4.0 | 3.7 | 4.9 | 1.3 | 0.9 |
| Professionals (\%) | 10.9 | 10.3 | 13.6 | 4.1 | 2.6 |
| Technicians and ass. professionals (\%) | 8.2 | 7.9 | 9.8 | 4.5 | 3.0 |
| Clerical occupations (\%) | 14.9 | 14.6 | 16.3 | 12.7 | 12.4 |
| Craft (\%) | 25.4 | 25.3 | 23.4 | 31.8 | 27.6 |
| Machine operators (\%) | 25.5 | 26.7 | 22.7 | 32.6 | 29.2 |
| Service (\%) | 2.6 | 2.7 | 2.3 | 1.7 | 5.8 |
| Elementary occupations (\%) | 8.5 | 8.9 | 6.9 | 11.3 | 18.5 |
| Firm size (number of workers) | 459.7 | 749.2 | 739.8 | 799.4 | 717.8 |
| Mining and quarrying (\%) | 0.00 | 0.4 | 0.4 | 0.3 | 0.2 |
| Manufacturing (\%) | 62.3 | 63.5 | 62.7 | 69.4 | 58.2 |
| Electricity, gas and water supply (\%) | 0.00 | 0.1 | 0.1 | 0.0 | 0.0 |
| Construction (\%) | 13.2 | 10.9 | 11.8 | 8.6 | 9.3 |
| Wholesale and retail trade (\%) | 7.2 | 7.0 | 7.0 | 7.4 | 5.8 |
| Hotels and restaurants (\%) | 1.3 | 1.0 | 1.0 | 0.8 | 2.1 |
| Transport, storage and communication | 6.1 | 8.0 | 7.6 | 7.7 | 11.7 |
| Financial intermediation (\%) | 1.1 | 0.8 | 0.9 | 0.8 | 0.6 |
| Real estate, renting and business | 8.3 | 8.3 | 8.7 | 5.0 | 12.1 |
| Number of individual observations |  | 128,006 | 89,875 | 25,066 | 13.065 |
| Distribution in \% Number of firm-year-observations | 5,171 | 100 | 70.2 | 19.6 | 10.2 |

Notes: ${ }^{1}$ Full-time: >= 35 work hours per week. ${ }^{2}$ Long part-time: $>=25 \&<35$ work hours per week. ${ }^{3}$ Short part-time: < 25 work hours per week.

TABLE 3 - DIFFERENCE GMM ESTIMATES, BASELINE SPECIFICATION (MODEL 1)

|  | (1) | (2) | (3) |
| :---: | :---: | :---: | :---: |
|  | Added value per hour (ln) | Mean hourly wage (ln) | Added valuewage gap (ln) |
| Share of full-time workers |  | Reference |  |
| Share of part-time workers ${ }^{1}$ | 0.08* | -0.01 | 0.09* |
| Share of male workers |  | Reference |  |
| Share of female workers | 0.02 | -0.11*** | 0.12** |
| Control variables: |  |  |  |
| Share of workers >= 40 years |  | Reference |  |
| Share of workers < 40 years | 0.05 | -0.14*** | 0.19*** |
| Share of workers with fixed contract | 0.10** | 0.04 | 0.06 |
| Education level 1 (ISCED 1 and 2) |  | Reference |  |
| Education level 2 (ISCED 3 and 4) | -0.03 | -0.00 | -0.03 |
| Education level 3 (ISCED 5, 6 and 7) | -0.10** | 0.10*** | -0.19*** |
| Managers | -0.14 | 0.55*** | -0.68*** |
| Professionals | 0.04 | 0.19*** | -0.15* |
| Technicians and ass. professionals | -0.04 | 0.06** | -0.10 |
| Clerical occupations | -0.04 | 0.09*** | -0.13** |
| Service |  | Reference |  |
| Craft | -0.03 | -0.07*** | 0.04 |
| Machine operators | -0.02 | $-0.07 * * *$ | 0.05 |
| Elementary occupations | -0.03 | -0.08*** | 0.06 |
| Capital stock | -0.00 | 0.00 | 0.00 |
| Firm size | 0.00* | 0.00 | 0.00* |
| Squared firm size | -0.00 | 0.00 | -0.00* |
| Number of firm-year-observations | 5,171 | 5,171 | 5,171 |
| Underidentification test p-value Kleibergen-Paap rk LM | 0.00 | 0.00 | 0.00 |
| Weak identification test Kleibergen-Paap rk Wald F statistic | 447.29 | 477.13 | 831.47 |
| Overidentification test p-value of Hansen J statistic | 0.48 | 0.50 | 0.35 |
| Endogeneity test of endogenous p-value | 0.03 | 0.12 | 0.01 |

Notes: $* * * / * * / *$ significant at the 1,5 and $10 \%$ level. All models include year dummies and control for the firm's sector of activity at NACE 1. Part-time < 35 hours per week. First two lags of main explanatory variables are used as instruments.

TABLE 4 -DIFFERENCE GMM ESTIMATES, DISTINGUISHING SHORT AND LONG PART-TIME (MODEL 2)

|  | Model 2.1Part-time thresholds: 0-20/20-35/35 |  |  | Model 2.2Part-time thresholds: 0-25/25-35/35 |  |  | Model 2.3Part-time thresholds: 0-30/30-35/35 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) <br> Added value per hour (ln) | (2) <br> Mean hourly wage (ln) | (3) <br> Added valuewage gap (ln) | (4) <br> Added value per hour (ln) | (5) <br> Mean hourly wage (ln) | (6) <br> Added valuewage gap (ln) | (7) <br> Added value per hour (ln) | (8) <br> Mean hourly wage (ln) | (9) <br> Added valuewage gap (ln) |
| Share of full-time workers |  | Reference |  |  | Reference |  |  | Reference |  |
| Share of short part-time workers ${ }^{1}$ | -0.21 | 0.04 | -0.20 | -0.10 | 0.03 | -0.11 | 0.09 | -0.02 | 0.12 |
| Share of long part-time workers | 0.11** | 0.01 | 0.11** | 0.12** | 0.00 | 0.12** | 0.08* | 0.02 | 0.07 |
| Share of male workers |  | Reference |  |  | Reference |  |  | Reference |  |
| Share of female workers | 0.02 | -0.11*** | 0.13** | 0.03 | -0.11*** | 0.13*** | 0.01 | -0.11*** | 0.12** |
| Control variables: |  |  |  |  |  |  |  |  |  |
| Share of workers $>=40$ years |  | Reference |  |  | Reference |  |  | Reference |  |
| Share of workers < 40 years | 0.04 | -0.14*** | 0.19*** | 0.05 | -0.14*** | 0.19*** | 0.05 | -0.14*** | 0.19*** |
| Share of workers with fixed contract | 0.09* | 0.06** | 0.06 | 0.10* | 0.06** | 0.06 | 0.10* | 0.05* | 0.06) |
| Education level 1 (ISCED 1 and 2) |  | Reference |  |  | Reference |  |  | Reference |  |
| Education level 2 (ISCED 3 and 4) | -0.03 | 0.00 | -0.03 (0.04) | -0.03 | 0.00 | -0.03 | -0.03-0.0304 | -0.00 | -0.03 |
| Education level 3 (ISCED 5, 6 and 7) | -0.10** | 0.10*** | -0.20*** | -0.10** | 0.10*** | -0.19*** | -0.09** | 0.10*** | -0.19*** |
| Managers | -0.14 | 0.52*** | -0.68*** | -0.14 | 0.52*** | -0.68*** | -0.14 | 0.53*** | -0.68*** |
| Professionals | 0.03 | 0.18*** | -0.14* | 0.03 | 0.18*** | -0.14* | 0.03 | 0.18*** | 0.15* |
| Technicians and ass. professionals | -0.04 | 0.04* | -0.09 | -0.05 | 0.04* | -0.10 | -0.04 | 0.05* | -0.09 |
| Clerical occupations | -0.05 | 0.08*** | -0.14** | -0.05 | 0.08** | -0.14** | -0.04 | 0.05* | -0.13* |
| Service |  | Reference |  |  | Reference |  |  | Reference |  |
| Craft | -0.04 | -0.08*** | 0.03 | -0.04 | -0.08*** | 0.03 | -0.03 | -0.08*** | 0.05 |
| Machine operators | -0.03 | -0.09*** | 0.04 | -0.03 | -0.08*** | 0.04 | -0.02 | -0.08*** | 0.04 |
| Elementary occupations | -0.03 | -0.09*** | 0.04 | -0.04 | -0.09*** | 0.04 | -0.02 | -0.09*** | 0.06 |
| Capital | 0.00 | 0.00 | 0.00 | 0.00 | -0.00 | 0.00 | 0.00 | -0.00 | 0.00 |
| Firm size | 0.00* | 0.00 | 0.00* | 0.00* | 0.00 | 0.00* | 0.00* | 0.00 | 0.00* |
| Squared firm size | -0.00* | 0.00 | -0.00* | -0.00 | 0.00 | -0.00* | -0.00 | 0.00 | -0.00* |
| Number of firm-year-observations | 5,171 | 5,171 | 5,171 | 5,171 | 5,171 | 5,171 | 5,171 | 5,171 | 5,171 |
| Underidentification test p-value Kleibergen-Paap rk LM | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| Weak identification test Kleibergen-Paap rk Wald F statistic | 42.47 | 42.47 | 42.47 | 63.38 | 63.38 | 63.38 | 119.09 | 119.09 | 119.09 |
| Overidentification test p-value of Hansen J statistic | 0.70 | 0.05 | 0.58 | 0.72 | 0.08 | 0.49 | 0.52 | 0.21 | 0.65 |
| Endogeneity test p-value | 0.03 | 0.73 | 0.04 | 0.03 | 0.49 | 0.04 | 0.07 | 0.18 | 0.03 |

Notes: ***/**/* significant at the 1, 5 and 10\% level. All models include year dummies and control for the firm's sector of activity at NACE 1 . First two lags of main explanatory variables are used as instruments.

TABLE 5 -DIFFERENCE GMM ESTIMATES, DISTINGUISHING SHORT AND LONG PART-TIME WITH GENDER INTERACTION (MODEL 3)

|  | Model 3.1   <br> Part-time thresholds: $0-20 / 20-35 / 35+$   <br> (1) (2) (3) <br> Added value Mean hourly Added value- <br> per hour (ln) wage (ln) wage gap (ln) |  |  | Model 3.2    <br> Part-time    <br> (4) (5) (6)  <br> Added value Mean hourly Added value-  <br> per hour (ln) wage (ln) wage gap (ln)  |  |  | Model 3.3   <br> Part-time thresholds: $0-30 / 30-35 / 35+$   <br> (7) (8) (9) <br> Added value Mean hourly Added value- <br> per hour (ln) wage (ln) wage gap (ln) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Share of male full-time workers |  | Reference |  |  | Reference |  |  | Reference |  |
| Share of female full-time workers | 0.09 | -0.11*** | 0.20*** | 0.09 | -0.11*** | 0.20*** | 0.09 | -0.11*** | 0.20*** |
| Share of male long part-time workers | 0.12** | 0.03 | 0.10* | 0.14** | 0.02 | 0.12* | 0.20** | 0.00 | 0.19** |
| Share of female long part-time workers | 0.12 | -0.18*** | 0.31** | 0.11 | -0.16** | 0.30* | 0.13 | -0.15* | 0.32 |
| Share of male short part-time workers | -0.27 | 0.09 | -0.32* | -0.12 | 0.07* | -0.18 | -0.10 | 0.07* | -0.15 |
| Share of female short part-time workers | -0.03 | -0.25** | 0.23 | 0.07 | -0.19** | 0.26 | 0.06 | -0.19** | 0.25 |
| Control variables: |  |  |  |  |  |  |  |  |  |
| Share of workers >= 40 years |  |  |  |  | Reference |  |  |  |  |
| Share of workers < 40 years | 0.04 | -0.15*** | 0.18*** | 0.04 | -0.14*** | 0.19*** | 0.04 | -0.14*** | 0.18*** |
| Share of workers with fixed contract | 0.08* | 0.05** | 0.04 | 0.09* | 0.06** | 0.04 | 0.09* | 0.06** | 0.04 |
| Education level 1 (ISCED 1 and 2) |  |  |  |  | Reference |  |  |  |  |
| Education level 2 (ISCED 3 and 4) | -0.03 | -0.00 | -0.03 | -0.03 | 0.00 | -0.03 | -0.03 | 0.00 | -0.03 |
| Education level 3 (ISCED 5 and 6) | -0.09** | 0.10*** | -0.18*** | -0.09** | 0.10*** | -0.18*** | -0.09** | 0.10*** | -0.19*** |
| Managers | -0.16 | 0.53*** | -0.70*** | -0.16 | 0.52*** | -0.70*** | -0.16 | 0.52*** | -0.70*** |
| Professionals | 0.01 | 0.18*** | -0.18** | 0.01 | 0.18*** | -0.17** | 0.01 | 0.18*** | -0.17** |
| Technicians and ass. professionals | -0.05 | 0.05** | -0.11 | -0.05 | 0.04* | -0.11 | -0.05 | 0.04* | -0.10 |
| Clerical occupations | -0.07 | 0.08*** | -0.16** | -0.06 | 0.08*** | -0.15** | -0.06 | $0.08 * * *$ | -0.15** |
| Service |  |  |  |  | Reference |  |  |  |  |
| Craft | -0.04 | -0.08*** | 0.03 | -0.04 | -0.08*** | 0.04 | -0.04 | -0.08*** | 0.04 |
| Machine operators | -0.03 | -0.08*** | 0.04 | -0.03 | -0.08*** | 0.04 | -0.03 | -0.08*** | 0.04 |
| Elementary occupations | -0.03 | -0.09*** | 0.05 | -0.03 | -0.09*** | 0.05 | -0.03 | -0.09*** | 0.05 |
| Capital stock | 0.00 | -0.00 | 0.00 | 0.00 | -0.00 | 0.00 | 0.00 | -0.00 | 0.00 |
| Firm size | 0.00** | 0.00 | 0.00* | 0.00* | 0.00 | 0.00* | 0.00* | 0.00 | 0.00 |
| Squared firm size | -0.00* | 0.00 | -0.00* | -0.00 | 0.00 | -0.00* | -0.00 | 0.00 | -0.00* |
| Number of firm-year-observations | 5,171 | 5,171 | 5,171 | 5,171 | 5,171 | 5,171 | 5,171 | 5,171 | 5,171 |
| Underidentification test p-value Kleibergen-Paap rk LM | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| Weak identification test Kleibergen-Paap rk Wald F statistic | 25.1 | 25.1 | 25.1 | 28.3 | 28.3 | 28.3 | 10.9 | 10.9 | 10.9 |
| Overidentification test p-value of Hansen J statistic | 0.73 | 0.12 | 0.54 | 0.73 | 0.22 | 0.57 | 0.73 | 0.23 | 0.60 |
| Endogeneity test |  |  |  |  |  |  |  |  |  |


| p-value | 0.09 | 0.77 | 0.06 | 0.08 | 0.78 | 0.08 | 0.07 | 0.88 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Notes: $* * / * * / *$ | significant at the 1,5 and | $10 \%$ | level. All models include year dummies and control for the firm's sector of activity at NACE 1. First two lags of main explanatory variables are |  |  |  |  |  |

Notes: ***/**/* significant at the 1,5 and $10 \%$ level. All models include year dummies and control for the firm's sector of activity at NACE 1 . First two lags of main explanatory variables used as instruments.

## APPENDIX A - ADDITIONAL DESCRIPTIVE STATISTICS AT THE INDIVIDUAL

 LEVEL (1999-2010)

Notes: ${ }^{1}$ Full-time: >= 35 work hours per week. ${ }^{2}$ Long part-time: >= 25 \& < 35 work hours per week. ${ }^{3}$ Short part-time: < 25 work hours per week.


[^0]:    ${ }^{1}$ In this paragraph we refer to OECD statistics based on the part-time threshold of 30 weekly working hours (see below).

[^1]:    ${ }^{2}$ The SES is a stratified sample. The stratification criteria refer respectively to the region (NUTS-groups), the principal economic activity (NACE-groups) and the size of the firm. Sampling percentages of firms are respectively equal to 10,50 and 100 percent when the number of workers is lower than 50 , between 50 and 99, and above 100. Within a firm, sampling percentages of employees also depend on size. Sampling percentages of employees reach respectively $100,50,25,14.3$ and 10 percent when the number of workers is lower than 20, between 20 and 50, between 50 and 99, between 100 and 199, and between 200 and 299. Firms employing 300 workers or more have to report information for an absolute number of employees. To guarantee that firms report information on a representative sample of their workers, they are asked to follow a specific procedure. For more details see Demunter (2000).

[^2]:    ${ }^{3}$ More precisely, we eliminate firms for which public financial control exceeds $50 \%$. This exclusion reduces the sample size by less than $2 \%$.
    ${ }^{4}$ This selection is unlikely to affect our results as it leads only to a small drop in sample size.

[^3]:    ${ }^{5}$ The proportion of workers receiving payments for overtime hours is relatively limited in our sample. Moreover, the mean number of overtime hours among these workers is generally not very large. Yet, robustness tests have been performed (not reported in the paper due to space constraints but available upon request) to ensure that results reported below are insensitive to misclassifications of workers into long part-time or full-time categories due to the inclusion of overtime hours.

[^4]:    ${ }^{6}$ The share of group $x$ in firm $y$ is computed as the ratio of the hours worked by group $x$ divided by the total amount of hours worked within firm $y$.

[^5]:    ${ }^{7}$ We also tested for nonlinearities by including the main explanatory variables in level and squared. Estimates (available on request) reject the significance of non-linear coefficients and support our results concerning the linear effects presented in this section.
    ${ }^{8}$ It is estimated through the "perpetual inventory method" (see OECD, 2009), which rests on the simple idea that the capital stock results from investment flows (available in our data) after correction for retirement and efficiency loss. Following standard practice, we assume a 5 percent annual rate of depreciation of capital.

[^6]:    ${ }^{9}$ Yet, it should be noted that Vandenberghe (2011) focuses on mean labour costs per employee (rather than on average gross hourly wages), has no information individual working hours and includes a much smaller set of covariates (heterogeneity in education, age, working time and employment contracts is notably not accounted for).

[^7]:    ${ }^{10}$ The endogeneity test again indicates that the null hypothesis of exogeneity cannot be rejected for the wage regression. However, results based on the first-difference estimator (available on request) are in line with those shown in Table 5.
    ${ }^{11}$ The coefficient associated to female long part-time in the gap equation with the 30 hours threshold is only significant at the 12 percent probability level.

