
Discrete Choice Labor Supply
Models and Wage Exogeneity∗

Max Löffler Andreas Peichl Sebastian Siegloch

Work in progress.

This version: October 31, 2013

Abstract. Discrete choice models have become the workhorse in labor
supply analyses. Yet, they are often criticized for being a black box due to
numerous underlying modeling assumptions. In this paper, we show how
these assumptions affect the estimated labor supply elasticities. We find
that the estimates are extremely sensitive to the treatment of wages while
the empirical specification and the functional form of the utility function
are not crucial for the predictions of the model. As a consequence, we
propose a very flexible estimation strategy to loosen the commonly made
but highly restrictive assumption of independence between wages and the
labor supply decision.
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1 Introduction

The use of structural labor supply estimations has become a standard procedure in
the empirical analysis of labor supply for both econometricians and policy makers.
While the first generation of labor supply models relied on the assumption that the
household’s utility is maximized over a continuous set of working hours—known as
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Hausman approach (see Hausman, 1981)—more recent models make use of the random
utility approach and incorporate the labor supply decision as choice among a set of
different hours-income combinations (discrete choice models). Starting with the works
by Aaberge, Dagsvik and Strøm (1995), van Soest (1995) and Hoynes (1996), a wide
range of different empirical specifications of this kind of model has been applied. De-
spite their popularity very little is known about the impact of the various modeling
assumptions on the estimated outcomes, i.e., whether certain specifications systemat-
ically improve (or worsen) the statistical fit and how the different assumptions may
affect the estimated labor supply elasticities.

We aim to fill this gap by examining the robustness of structural labor supply mod-
els with regard to their empirical setup. First, we provide a short introduction on
modeling assumptions that can or must be made when specifying a discrete choice
labor supply model as well as an overview on specifications frequently used in the
literature. Second, we set up and estimate 3,456 models each representing a differ-
ent combination of these modeling assumptions. Based on the estimation results we
gather insights how robust the statistical fit of the models and the estimated labor
supply elasticities are with respect to the underlying assumptions. In a third step,
we introduce a highly flexible estimation strategy to jointly estimate preferences and
wages. This approach overcomes the restrictive independence assumptions that are
frequently made in the discrete choice context to facilitate the estimation process.

Our analysis extends existing comparative studies in three ways. First, many of the
comprehensive surveys in the empirical labor supply literature focus on the principles
of alternative estimation strategies (Blundell and MaCurdy, 1999, Blundell et al., 2007)
or cross-country comparisons of empirical findings (Meghir and Phillips, 2010, Bar-
gain et al., 201x). Second, although many important studies provide sensitivity checks
to show that their results are robust with respect to the utility specification (see, e.g.,
van Soest, 1995, Euwals and van Soest, 1999, van Soest and Das, 2001, van Soest et al.,
2002, Haan, 2006, Aaberge et al., 2009, Pacifico, 2013), they do not take into account all
possible combinations of modeling assumption, which is of course reasonable given
the different foci of these papers. Instead, these robustness checks usually narrowed
down to a small deviation in just one of the several modeling assumptions. Third, un-
like meta-analyses such as the one by Evers et al. (2008), who gather estimates from
various studies, we estimate various models on the same data using the same control
variables. Thus, the outcome variables, i.e., the statistical fit and the estimated labor
supply elasticities, have been derived in a controlled environment.

The results of our analysis confirm previous findings in the literature regarding
the insensitivity of the models’ predictions with respect to the specification of the
functional form of the utility function and the inclusion of observed and unobserved
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preference heterogeneity, hours restrictions and stigma costs of welfare participation.
This finding is reassuring with regard to the precision of discrete choice labor supply
models in general. However, we also show that the role of wages is crucial for the es-
timation results—a so far neglected result in the discrete choice literature. Our results
reveal that the estimated outcomes are highly sensitive to the wage imputation proce-
dure which is usually neither motivated by economic theory nor subject to robustness
checks. In fact, e.g., the choice between predicting wage rates for the full sample or
for non-workers only—both procedures are often used in the literature—may increase
the estimated labor supply elasticities by up to 100 percent when the applied model
does not account for wage prediction errors. We conclude that the attention of sen-
sitivity analyses has been concentrated on more or less irrelevant factors while the
main driving forces have been neglected, i.e., the interactions between wages, work-
ing hours and preferences. Therefore, we propose a very flexible estimation strategy
to overcome commonly made but highly restrictive exogeneity assumptions with re-
gard to the wage rate and the labor supply decision. The estimation results for this
estimation approach show that there is indeed substantial correlation between both
preferences and wages as well as wages and hours of work. The usual procedure to
estimate wages in the first step and assume a fixed wage rate for every individual in
the labor supply estimation, ignores these correlation patters.

The remainder of this paper is organized as follows. Section 2 presents the general
modeling framework and a short overview on the existing literature. Section 3 pro-
vides information on the used data and the modeling of the tax and benefit system. In
Section 4 we conduct our analysis of modeling assumptions and present first results.
The new flexible estimation approach is introduced in Section 5. Section 6 concludes.

2 Model and Existing Literature

Structural labor supply estimations build on the assumption of the well-known neo-
classical labor supply model that decision makers maximize their utility by choosing
the optimal amount of hours of work (or the optimal job, more generally). As higher
working hours increase consumption but reduce leisure, households face a trade-off
between these two goods. Stated mathematically:

max
h

U
(
C, L

)
= max

h
U
(

f (wh, I), T − h
)
, (1)

where leisure L is denoted as difference between total time endowment T and working
hours h. Consumption C depends on working hours, the hourly wage rate w, non-
labor income I and the tax benefit system f . We assume a static context which implies
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that consumption equals disposable income as there is no future utility from saving.
Early labor supply models building on the Hausman approach relied on the max-

imization of the marginal utility over a continuous set of hours of work. This proce-
dure has proven fairly cumbersome when the budget set is non-convex, which will
often be the case in presence of the complicated tax and benefits systems in most mod-
ern countries. Moreover, it has been shown that the estimated models are very sensi-
tive to the underlying wage distribution (Ericson and Flood, 1997, Eklöf and Sacklén,
2000). As the consistent estimation of this kind of model relies on rather restrictive
a priori assumptions (see, e.g., MaCurdy et al., 1990, or Bloemen and Kapteyn, 2008,
for details), it has become increasingly popular to model the labor supply decision as
choice between a (finite) set of utility levels instead of deriving the marginal utility. By
comparing different levels of utility one avoids the cumbersome maximization pro-
cess of Hausman-type models (Aaberge et al., 2009). Flood and Islam (2005) show that
continuous hours models can be approximated rather well by these discrete choice
models and thus, the discretization itself is barely restrictive. Depending on the labor
market, the assumption of a discrete choice between different working hours or job
offers may even be more plausible than assuming a continuous choice set (Dagsvik
et al., 2013). We focus our analysis on the discrete choice approach as it has become a
standard procedure in the labor supply literature.

2.1 General Model

Econometrically, the discrete choice approach boils down to the representation of the
labor supply decision in a random utility model. This implies that the true utility of
the household can only partly be observed whereas some factors that determine the
household’s utility are latent at least to the researcher.

U (Cni, Li|xni) = v (Cni, Li|xni) + εni (2)

Uni = vni + εni

The utility of household n from choosing alternative i is given by Uni, the observed
portion is denoted by the systematic utility function vni, εni denotes an unobserved
error term. In the very basic model it is assumed that the household’s decision satis-
fies the Independence of Irrelevant Alternatives (IIA) property (Luce, 1959). In other
words, the preference between two alternatives does not depend on the presence of a
third one. This assumption may seem rather restrictive at first glance. Dagsvik and
Strøm (2004, 2006) and Train (2009) show that it is well in line with economic intu-
ition and even less restrictive than the necessary assumptions to estimate continuous
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hours models. However, the IIA assumption is no longer needed as soon as additional
random effects are incorporated in the model (see Section 2.2). The error terms are
assumed to be i.i.d. and follow the extreme value type I distribution with the cumu-
lative distribution function Fε(x) = exp (− exp(−x)). This distributional assumption
leads directly to the representation of the labor supply decision as conditional logit
model (McFadden, 1974):

P(Uni > Unj, ∀j 6= i) = exp(vni)
/

∑
s∈Jn

exp(vns). (3)

In order to estimate the preference coefficients, one has to evaluate the systematic
utility function v for every household n = 1, . . . , N and every choice category within
the choice set Jn. Given the different utility levels, the model can be estimated via
maximum likelihood. The derivation of the (log)-likelihood function is very straight-
forward in this case. However, there are some modeling assumptions that have to be
made as well as several possible extensions to this simple setup.

Choice set The first decision in the estimation regards the construction of the choice
set (see Aaberge et al., 2009, for a detailed discussion of this issue). Most authors sim-
ply pick a set of representative levels of hours of work and assume (small) identical
choice sets for the whole population. In our sensitivity analysis, we follow the liter-
ature and assume that households with a single decision maker face seven possible
labor supply states, i.e., either non-participation or working 10, 20, 30, 40, 50 or 60

hours per week. Couple households are assumed to face 72 and thus 49 alternatives.

Functional form of the systematic utility As the discrete choice approach relies on
the comparison of different utility levels, it is crucial to determine the form of the sys-
tematic utility function. In theoretical terms, the function v represents the direct utility
function of the household. Most applications rely on either a translog, a quadratic or
a Box-Cox transformed utility specification. However, several other choices are pos-
sible. Stern (1986) discussed the implications of different utility specifications in the
context of continuous labor supply models.

2.2 Model extensions

Heterogeneity in preferences Observed heterogeneity in the labor supply behavior
can be introduced rather easily in the context of structural labor supply models. Usu-
ally the preference coefficients of the direct utility function are interacted with some
observed household characteristics like age, age squared or presence of children.
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Including also unobserved heterogeneity overcomes the IIA assumption as it al-
lows for unobservable variation in preferences between choice alternatives. There are
mainly two ways to do so: In most applied works either a random coefficient model (van
Soest, 1995) or a latent class model (Hoynes, 1996) is assumed. While the former as-
sumes a set of coefficients to be multivariate normally distributed, the latter assumes
a set of discrete mass points for the estimated coefficients. Keane and Wasi (2012)
discuss the performance of both approaches. We focus on the random coefficient
approach as it has become standard in this field.

Welfare stigma and benefit take-up Several extensions to the standard model have
been proposed in the literature. While the model as described so far assumes that
households build their preferences only with respect to the levels of consumption
and leisure, their utility may also depend on the source of income. For example, the
participation in welfare programs may be tied to an unobservable stigma that affects
the household’s utility and prevents some households from taking up benefits (Mof-
fitt, 1983). In the discrete choice context, this can be incorporated by accounting for
the potential disutility from welfare participation and expanding the choice set such
that the household explicitly chooses between benefit take-up and non-participation
(Hoynes, 1996, Keane and Moffitt, 1998).

Fixed costs and hours restrictions Moreover, van Soest (1995) argued that working
part-time could be connected with an unobservable disutility as well, because part-
time jobs may exhibit higher search costs. Euwals and van Soest (1999) extended this
idea and introduced fixed costs of work which have been used in several applications
since then. While both approaches help explaining the observed labor market out-
comes, their rational remains rather ad hoc. Aaberge et al. (1995) provide a more con-
venient theoretical framework which delivers a structural interpretation of fixed costs
and the utility connected to certain hours alternatives. In their model, households
choose between (latent) job offers which differ not only with regard to the working
hours but also in terms of wages, non-monetary attributes and availability.

2.3 Wage imputation procedure

In addition to the specification of the utility function, there are important modeling
assumptions with regard to the wage imputation. In order to calculate the disposable
income for the different choice alternatives, one needs information on the hourly wage
rates. While for actual workers the wage rate can be calculated by gross earnings and
hours of work (we use standardized working hours to reduce the potential division
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bias, see Borjas, 1980), the wage information is typically missing for non-workers. The
first decision is how to deal with missing wages in the estimation process. In practice,
wages are either estimated beforehand and treated as given within the estimation of
the labor supply model or wages and preferences are estimated jointly. In addition,
one has to decide whether the estimated wage rates are used only if the wage rates
are not observed or for the full sample (see MaCurdy et al., 1990, for a discussion of
the pros and cons of both approaches). In either case, one can ignore or explicitly
include potential sample selection issues in the observed wages.

After estimating the wage equation, another important question is whether the
potential errors in the wage rate prediction are incorporated in the labor supply esti-
mation or not. Especially when using predicted wages for the full sample, the “new”
distribution of wages will typically have a significantly lower variance and at least
for some workers, the predicted wage will differ considerably from the observed one.
Thus, ignoring the error when predicting wage rates leads to inconsistent estimates.
The standard procedure to incorporate wage prediction errors is to integrate over the
whole estimated wage distribution and thus integrating out the wage prediction error
during the estimation process (van Soest, 1995). A rather rough approximation that
has been used in some applications is to add just a single random draw to the pre-
dicted wage rates (Bargain et al., 201x). While this procedure lacks for a theoretical
rational, it reduces the computational burden of the estimation substantially.

2.4 Estimation approach

The named extensions especially with regard to the inclusion of unobserved hetero-
geneity and the incorporation of wage prediction errors complicate the estimation
procedure and lead to the more general representation as mixed logit model (Train,
2009). Taking the most general specification as reference, the likelihood function can
be written as:

L =
N

∏
n=1

+∞∫
−∞

+∞∫
−∞

exp (vni {ŵn, βu}) g(hi)

∑j∈Jn exp
(
vnj {ŵn, βu}

)
g(hj)

f (βu) f (ŵn)dβudŵn, (4)

where i ∈ Jn denotes the alternative chosen by individual n. The likelihood contribu-
tions depend not only on the systematical utility function but also on the availability
of the choice alternatives which is denoted by g(hi). This setup implies that the avail-
ability of choice alternatives can be separated from the systematic utility which is a
reasonable assumption at least for highly regulated labor markets like in many indus-
trialized countries. As the preferences may also include unobserved heterogeneity,
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the probability that household n maximizes her utility at choice alternative i has to be
integrated over the possible set of coefficients βu. Similarly, the individual likelihood
contributions have to be integrated over the range of possible wage predictions ŵn. As
both variables will typically not be uniformly distributed, the choice probability has
to be weighted by the (joint) probability density functions of the random components.

The model as written down in equation (4) is very general and less restrictive than
the conditional logit setup. In turn it is no longer possible to find an analytical so-
lution. Train (2009) proposes the use of maximum simulated likelihood methods
instead. In order to retrieve the simulated likelihood, the double integral has to be
approximated and averaged over r = 1, . . . , R random draws from the distributions
of βu and ŵn. The simulated log-likelihood is then given by:

ln(SL) =
N

∑
n=1

ln

(
1
R

R

∑
r=1

exp (vni {ŵr
n, βr

u}) g(hi)

∑j∈Jn exp
(
vnj {ŵr

n, βr
u}
)

g(hj)

)
(5)

When the number of draws goes to infinity, the simulated log-likelihood in (5) con-
verges to the log-likelihood of the model denoted in (4). Instead of relying on conven-
tional random draws, we approximate the likelihood function using pseudo-random
Halton sequences. This reduces the number of draws needed to ensure stable results
as Halton sequences cover the desired distribution more evenly (Train, 2009). Details
on the estimation procedure can be found in Löffler (2013).

The representation of the labor supply decision as random utility model instead of
the traditional continuous hours approach allows us to estimate the model without
imposing restrictive a priori assumptions on the coefficients or the functional form
of the utility function. Whether or not the estimated coefficients are in line with the
economic intuition and thus utility maximizing behavior can be checked afterwards.
Euwals and van Soest (1999) point out that it is only necessary to check the marginal
utility of consumption as, e.g., fixed costs of work as well as differences between
desired and actual hours might explain that for some individuals the marginal utility
from leisure is negative. However, some authors penalize the likelihood function to
ensure that the utility increases with income for most individuals (Euwals and van
Soest, 1999, Bargain et al., 201x).

2.5 Existing Literature

Tables 1 and 2 provide an overview on the empirical specification of several popular
models that have been applied in recent years. As one can see, mainly three utility
functions have been used in the applied works, i.e., either a translog, a quadratic or
a Box-Cox transformed specification. As the Stone-Geary function can be interpreted
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Table 1: Different model specifications

Utility Heterogeneity* Welfare

Paper Function Observed Unobs. Stigma Constraints

Aaberge et al. (1995, 2009) Box-Cox L — — FC, HR
Aaberge et al. (1999) Box-Cox L, FC — — FC, HR
Dagsvik and Strøm (2006) Box-Cox L, FC — — FC, HR
Dagsvik et al. (2011) Box-Cox L, FC — — FC, HR
Blundell and Shephard (2012) Box-Cox L, C, S, FC C, S Yes FC

van Soest (1995) Translog L —/L† — —/HR
Euwals and van Soest (1999) Translog L, FC L — FC
van Soest and Das (2001) Translog L, FC L — FC
Flood et al. (2004) Translog L, L2, S L, L2, S Yes —
Haan (2006) Translog L, C —/C — HR
Flood et al. (2007) Translog L, C, FC, S L, C, FC, S Yes FC

Hoynes (1996) Stone-Geary L, S L, S Yes —/FC
van Soest et al. (2002) Polynomial L L — FC

Keane and Moffitt (1998) Quadratic L, S L, S Yes —
Blundell et al. (1999, 2000) Quadratic L, C, FC C, S Yes FC
Bargain et al. (201x) Quadratic L, C, FC C — FC
* L and C denote heterogeneity in preferences for leisure and consumption, respectively. S de-

notes the disutility from welfare participation. FC refers to fixed costs of working, HR to hours
restrictions.

† Robustness checks and alternative model specifications are separated by slashes.

Table 2: Wage imputation methods
Estimation Sample Prediction

Paper Approach Selection Imputation Error

Aaberge et al. (1995, 2009) Simultaneous — Full sample —
Aaberge et al. (1999) Simultaneous — Full sample —
Keane and Moffitt (1998) Simult./Two step* — Non-workers —
van Soest et al. (2002) Simultaneous — Non-workers Integrated out
Blundell and Shephard (2012) Simult./Two step — Non-workers Integrated out

van Soest (1995) Two step Yes Non-workers —/Integrated out
Euwals and van Soest (1999) Two step Yes Non-workers Integrated out
Blundell et al. (1999, 2000) Two step Yes Non-workers Integrated out
van Soest and Das (2001) Two step Yes Non-workers Integrated out
Haan (2006) Two step Yes Non-workers —
Flood et al. (2007) Two step Yes Non-workers —/Integrated out
Dagsvik et al. (2011) Two step Yes Non-workers —

Hoynes (1996) Two step Yes Full sample —
Flood et al. (2004) Two step Yes Full sample —
Dagsvik and Strøm (2006) Two step Yes Full sample Integrated out
Bargain et al. (201x) Two step Yes Full sample Random draw
* Robustness checks and alternative model specifications are separated by slashes.
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as a simplification of the translog as well as the Box-Cox utility function, only the
higher-degree polynomials used in van Soest et al. (2002) stand out from the list.
Their approach can be seen as approximation to a non-parametric specification of
the utility function. The inclusion of observed heterogeneity shows a similar picture.
All studies allow for observed heterogeneity in the preferences for leisure, whereas
less studies allow for preference heterogeneity with regard to consumption. The evi-
dence on unobserved heterogeneity is somewhat more mixed, just like the inclusion
of heterogeneity in fixed costs and the potential stigma from welfare participation.

As working hours are typically concentrated at few hours categories, most authors
include either fixed costs of working or hours restrictions or both in their models.
Fixed costs and hours restrictions can also be interpreted as measures for the avail-
ability of the respective choice alternatives (Aaberge et al., 2009). Less than half of the
models explicitly allowed for stigma effects and non-take-up of welfare benefits. This
is interesting because it is a common finding that the benefit participation rate devi-
ates substantially from full take-up. Thus, models which do not explicitly account for
the potential disutility are expected to over-predict the number of recipients.

Less variation can be found in terms of the model’s treatment of wages. While
most studies estimate wages and the labor supply decision in a two-step procedure,
only the models of Aaberge et al. (1995, and follow-ups), Keane and Moffitt (1998),
van Soest et al. (2002) and Blundell and Shephard (2012) apply a simultaneous max-
imum likelihood procedure. In turn, these joint estimations neglect potential sample
selection issues when estimating wages. As can be seen, there is no consensus in
the literature whether predicted wages should be used when the wage rate is unob-
served only or for the full sample in order to avoid two distinct wage distributions.
With regard to the handling of the wage prediction errors, it becomes more and more
common practice to incorporate and integrate the errors out during the estimation.

3 Data

The estimations in this paper are performed on the German Socio-Economic Panel
(SOEP), a representative household panel survey for Germany (Wagner et al., 2007).
Established in 1984, SOEP was frequently extended with specific subsamples to in-
crease the representativeness for specific subgroups like immigrants or high-income
earners. SOEP includes now more than 24,000 individuals in around 11,000 house-
holds. We use the 2008 wave of SOEP, which includes household data from the year
2008 as well as data on the labor supply behavior and incomes from the preceding
year. We rely on the tax and transfer system of 2007 as well and down rate the house-
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hold data accordingly. We focus our analysis on the working age population and
thus exclude individuals younger than 17 or above the retirement age of 65 from our
estimations. Our sample is further restricted to those households where at least one
decision maker has access to the regular labor market and has a flexible labor supply.
Therefore, we exclude households where all decision makers are self-employed, civil
servants or in the military service. Moreover, our subsample includes some house-
holds with more than two adults, mainly adult children living with their parents. We
exclude these individuals from the estimation as it is unclear how their consumption
and utility are determined (Dagsvik et al., 2011). The parental household is included
in the subsample for our labor supply estimations though.

As the labor supply decision is known to be rather heterogeneous across population
subgroups, we separate the sample into five distinct demographical subpopulations.
The first two groups are defined single men and single women either in a single
household or living with dependent children. Our estimation subsample contains 779

households with single males and 1,065 households with single females. In addition,
we specify three different kinds of couple households. First, we define 688 couple
households where the male partner has a flexible labor supply but the female partner
is inflexible (e.g., due to self-employment or exclusion restrictions regarding the age).
Second, we have 1,042 couple households where the male partner has an inflexible
labor supply but the female partner is flexible. In order to model the household
labor supply decision of these “semi-flexible” couple households, we assume that the
flexible partner faces his or her labor supply decision conditional on the labor supply
behavior of the inflexible partner. Third, our sample includes 3,099 couple households
where both partners are flexible regarding their labor supply behavior.

For the computation of consumption levels for the different choice categories, we
rely on IZAΨMOD v3.0.0, the policy simulation model of the Institute for the Study
of Labor. IZAΨMOD incorporates a very detailed representation of the German tax
and benefit system (see Peichl et al., 2010, for a comprehensive documentation). Some
of the estimated models would require to apply the tax and benefit system for every
possible wage rate for every household in every step of the numerical likelihood max-
imization. Doing so would slow down the estimation process substantially. To avoid
this cumbersome procedure, we approximate the tax and benefit system by using a
highly flexible second-degree polynomial that transforms monthly gross earnings mnj

into disposable income while controlling for a rich set of household characteristics xnj

as well as all available sources of non-labor incomes znj (n = 1, . . . , N, j ∈ Jn):

Cnj =mnjβw,1 + m2
njβw,2 + xnjβ

′
w,3mnj + xnjβ

′
w,4m2

nj + znjBx,zx′nj + β0 + ηnj. (6)
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The resulting R2 shows a good fit of more than 99 % for all population subgroups but
single women (only 97 % for them), which confirms that our approximation performs
rather well. In order to allow for unobserved tax determinants as well, we balance
the predicted amounts of consumption by a single random draw for each household.
Otherwise we would mistakenly reduce the variance in the consumption variable. The
results are very much in line with those taking advantage of the full tax and transfer
system, we are thus confident that the approximation does not affect our findings.

4 Sensitivity analysis

Although there have been some robustness checks in the literature (see tables 1 and 2),
these checks usually narrowed down to a small deviation in just one of the modeling
assumptions. On the other contrary, Evers et al. (2008) performed a broader meta-
analysis of labor supply models comparing estimated labor supply elasticities for
different countries and explained them mainly by study characteristics. In either case,
it is hard to draw general conclusions on the specification of discrete choice models
from the reported results. We overcome these difficulties by estimating a large variety
of different modeling assumptions in an controlled environment that is using the
same data basis. The estimation results allow us to determine how sensitive or robust
the estimated outcomes are with respect to the specification and the wage imputation
procedure of the model.

4.1 Analysis setup

To perform our sensitivity-analysis, we combine frequently used modeling assump-
tions and estimate all possible combinations of these specifications. We estimated
3,456 different model specifications for the five distinct labor supply types which
leads us to a total of 17,280 maximum likelihood estimations. However, the sample
of estimation results is reduced because not all models did converge in a reasonable
time span as we applied an automatic routine to find initial values and to estimate
this large number of models. Therefore, we decided to drop those estimation results
from our analysis that did not converge. Depending on the labor supply group we
loose up to 6 percent of the estimation results and end up with a sample of 16,730

different maximum likelihood estimations.
Table 3 shows the different specifications and the number of converged estimation

results. We estimated 1,152 distinct models with a Box-Cox transformed utility speci-
fication for each of the five labor supply groups. But only 1,022 estimation results for
single males and 1,132 for single females are included in our sample. Of all estimated
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Table 3: Estimated model combinations

Number of Converged Models*

Model Parameter Option N SgM SgF CoM CoF CoMF

Utility function Box-Cox 1,152 1,022 1,132 951 1,148 1,029

Quadratic 1,152 1,152 1,151 1,152 1,133 1,152

Translog 1,152 1,125 1,144 1,148 1,148 1,143

Welfare stigma No 1,728 1,642 1,701 1,607 1,713 1,664

Yes 1,728 1,657 1,726 1,644 1,716 1,660

Hours restrictions — 1,152 1,091 1,141 1,040 1,131 1,109

Fixed costs 1,152 1,064 1,137 1,061 1,149 1,063

Part-time 1,152 1,144 1,149 1,150 1,149 1,152

Number of Halton draws — 288 288 288 283 288 286

10 1,584 1,440 1,564 1,429 1,559 1,456

5 1,584 1,571 1,575 1,539 1,582 1,582

Observed heterogeneity — 864 835 864 822 860 834

in C only 864 827 862 834 861 822

in L only 864 827 858 798 859 836

in L, C 864 810 843 797 849 832

Unobserved heterogeneity — 576 574 571 566 570 574

in C only 864 863 853 846 862 863

in L only 576 520 574 523 569 541

in L, C 864 804 856 795 854 791

with correl. 576 538 573 521 574 555

Wage imputation Full sample 1,728 1,652 1,708 1,635 1,710 1,655

Non-workers 1,728 1,647 1,719 1,616 1,719 1,669

Wage prediction error — 1,296 1,217 1,293 1,219 1,291 1,245

1 random draw 1,296 1,236 1,291 1,203 1,284 1,239

Integrated out 864 846 843 829 854 840

Total 3,456 3,299 3,427 3,251 3,429 3,324
* Single males (females) are denoted by SgM (SgF). Couples where only the male (female) partner

has a flexible labor supply are denoted by CoM (CoF). CoMF denotes fully flexible couples.

models (regardless of the functional form of the utility function), 1,152 models ne-
glected any kind of hours restrictions or fixed costs, 1,152 models included part-time
restrictions, 1,152 models accounted for fixed costs of work.

Figure 1 shows the distribution of labor supply elasticities across the converged
models for the four labor supply types. The graph shows considerable variation
across the different modeling setups. In order to make the estimation results com-
parable, we standardize the statistical fit and the estimated elasticities within a labor
supply group. We then run meta-regressions of the estimation results on the different
modeling assumptions (mainly represented as dummy variables). We measure the
statistical fit by the Akaike and the Bayesian Information Criteria of the models. To
retrieve (uncompensated) labor supply elasticities, we increase the own-wage rates by
ten percent and simulate the labor supply reaction to this wage change.
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Figure 1: Labor supply elasticities of converged models
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4.2 Estimation Results

The results of these meta-regressions can be found in table 4. As the dependent
variables have been standardized, the coefficients are difficult to interpret. Our results
show, e.g., that using a quadratic utility function worsens the statistical fit by roughly
12 % of a standard deviation in the sample. These results have to be compared to a
rather simple reference model using a translog utility function, neglecting observed
and unobserved heterogeneity in preferences as well as fixed costs of working, hours
restrictions or any stigma from welfare participation. In this reference model we use
observed wage rates for actual workers and predict wages for non-workers without
incorporating the wage prediction error in the labor supply estimation. We find lots of
statistically significant relationships. However, the presented standard errors are not
bootstrapped as this would make our sensitivity analysis computationally infeasible.
Bootstrapped standard errors would be substantially larger than those presented. As
the coefficients are measured in standard deviations, only those of at least 0.5 or even
1.0 in absolute values are also economically interesting. In addition to the marginal
impact, we present the partial impact of the modeling assumptions in table 5.
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Table 4: Marginal impact of modeling assumptions (SOEP)

Statistical fit 10 % own wage elasticities

AIC BIC Ext. Int. Total
Utility function

Quadratic 0.119
∗∗∗

0.119
∗∗∗

0.124
∗∗∗ -0.015 0.004

(0.023) (0.023) (0.028) (0.062) (0.053)
Box-Cox -0.020 -0.020 0.116

∗∗∗
0.080

∗∗
0.085

∗∗

(0.026) (0.026) (0.040) (0.035) (0.034)
Welfare stigma 0.968

∗∗∗
0.968

∗∗∗
0.045 0.065 0.065

(0.076) (0.076) (0.062) (0.047) (0.042)
Number of Halton draws -0.010

∗∗∗ -0.010
∗∗∗

0.005 -0.003 -0.002

(0.001) (0.001) (0.004) (0.004) (0.004)
Hours restrictions

Part-time restrictions -1.647
∗∗∗ -1.647

∗∗∗
0.384

∗∗∗
0.105

∗∗
0.152

∗∗∗

(0.082) (0.082) (0.070) (0.039) (0.042)
Fixed costs -1.093

∗∗∗ -1.093
∗∗∗

0.481
∗∗∗

0.187
∗∗∗

0.238
∗∗∗

(0.070) (0.070) (0.067) (0.040) (0.041)
Observed heterogeneity

in C only -0.335
∗∗∗ -0.335

∗∗∗ -0.049 0.060
∗∗

0.043
∗

(0.057) (0.057) (0.035) (0.022) (0.023)
in L only -0.381

∗∗∗ -0.381
∗∗∗

0.048 0.045
∗∗

0.046
∗

(0.061) (0.061) (0.038) (0.021) (0.023)
in C and L -0.475

∗∗∗ -0.474
∗∗∗

0.016 0.012 0.013

(0.070) (0.070) (0.044) (0.019) (0.022)
Unobserved heterogeneity

in C only 0.005 0.005 -0.006 -0.059
∗ -0.051

(0.014) (0.014) (0.023) (0.032) (0.030)
in L only 0.005 0.005 -0.081

∗∗∗ -0.029 -0.037

(0.013) (0.013) (0.023) (0.028) (0.027)
in C and L -0.041

∗∗∗ -0.041
∗∗∗ -0.037 -0.069

∗∗ -0.064
∗∗

(0.013) (0.013) (0.024) (0.027) (0.026)
in C and L (with correl.) -0.119

∗∗∗ -0.119
∗∗∗ -0.082

∗∗ -0.102
∗∗∗ -0.101

∗∗∗

(0.016) (0.016) (0.034) (0.034) (0.033)
Wage imputation

Full sample, no correction -0.811
∗∗∗ -0.811

∗∗∗
2.121

∗∗∗
2.235

∗∗∗
2.240

∗∗∗

(0.119) (0.119) (0.094) (0.091) (0.086)
Full sample, error integrated out -0.530

∗∗∗ -0.530
∗∗∗

1.399
∗∗∗

1.385
∗∗∗

1.406
∗∗∗

(0.048) (0.048) (0.119) (0.123) (0.124)
Full sample, 1 random draw -0.104

∗∗ -0.104
∗∗

0.071 0.131 0.121

(0.049) (0.049) (0.062) (0.093) (0.088)
Non-workers, error integrated out 0.000 0.000 0.048 0.040 0.041

(0.067) (0.067) (0.063) (0.041) (0.041)
Non-workers, 1 random draw 0.070 0.070 -0.230

∗∗∗ -0.232
∗∗∗ -0.235

∗∗∗

(0.056) (0.056) (0.038) (0.035) (0.037)

Constant 1.004
∗∗∗

1.004
∗∗∗ -0.939

∗∗∗ -0.678
∗∗∗ -0.726

∗∗∗

(0.121) (0.121) (0.094) (0.087) (0.087)
Labor supply types Yes Yes Yes Yes Yes
Observations 16730 16730 13219 13219 13219

R2
0.854 0.854 0.849 0.870 0.881

Notes: Standard errors clusted by labor supply group and wage imputation procedure. ∗ p < 0.1,
∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 5: Partial impact of modeling assumptions (SOEP)

Statistical fit 10 % own wage elasticities

AIC BIC Ext. Int. Total

Utility function
Translog -0.045

∗ -0.045
∗ -0.125

∗∗∗ -0.035 -0.047

(0.024) (0.024) (0.021) (0.045) (0.040)
Quadratic 0.135

∗∗∗
0.135

∗∗∗
0.067

∗ -0.054 -0.037

(0.013) (0.013) (0.039) (0.053) (0.046)
Box-Cox -0.093

∗∗∗ -0.093
∗∗∗

0.061 0.094
∗∗

0.090
∗∗

(0.017) (0.017) (0.049) (0.034) (0.034)
Welfare stigma 0.965

∗∗∗
0.965

∗∗∗
0.051 0.072 0.071

(0.076) (0.076) (0.061) (0.047) (0.042)
Number of Halton draws -0.013

∗∗∗ -0.013
∗∗∗

0.008 -0.003 -0.001

(0.003) (0.003) (0.007) (0.007) (0.007)
Hours restrictions

None 1.376
∗∗∗

1.375
∗∗∗ -0.425

∗∗∗ -0.139
∗∗∗ -0.188

∗∗∗

(0.075) (0.075) (0.067) (0.038) (0.039)
Part-time restrictions -1.110

∗∗∗ -1.110
∗∗∗

0.145
∗∗∗

0.013 0.035

(0.052) (0.052) (0.041) (0.024) (0.026)
Fixed costs -0.244

∗∗∗ -0.243
∗∗∗

0.278
∗∗∗

0.127
∗∗∗

0.153
∗∗∗

(0.034) (0.034) (0.033) (0.024) (0.023)
Observed heterogeneity

None 0.398
∗∗∗

0.398
∗∗∗ -0.002 -0.035

∗ -0.030

(0.063) (0.063) (0.038) (0.019) (0.021)
in C only -0.046

∗∗ -0.046
∗∗ -0.070

∗∗∗
0.042

∗∗∗
0.024

∗

(0.017) (0.017) (0.015) (0.014) (0.013)
in L only -0.121

∗∗∗ -0.121
∗∗∗

0.067
∗∗∗

0.028
∗

0.035
∗∗

(0.020) (0.020) (0.015) (0.014) (0.014)
in C and L -0.235

∗∗∗ -0.235
∗∗∗

0.004 -0.036
∗∗∗ -0.030

∗∗∗

(0.031) (0.031) (0.022) (0.010) (0.010)
Unobserved heterogeneity

None 0.057 0.057 0.090 0.125 0.122

(0.040) (0.040) (0.110) (0.117) (0.117)
in C only 0.029

∗
0.029

∗
0.075

∗∗
0.013 0.023

(0.015) (0.015) (0.036) (0.038) (0.038)
in L only 0.050 0.050 -0.123 -0.032 -0.047

(0.040) (0.040) (0.110) (0.110) (0.111)
in C and L -0.035

∗∗ -0.035
∗∗

0.039 0.006 0.011

(0.015) (0.015) (0.039) (0.038) (0.038)
in C and L (with correl.) -0.102

∗∗ -0.102
∗∗ -0.128 -0.124 -0.127

(0.039) (0.039) (0.102) (0.111) (0.110)
Wage imputation

Full sample imputation -0.498
∗∗∗ -0.498

∗∗∗
1.248

∗∗∗
1.313

∗∗∗
1.317

∗∗∗

(0.100) (0.100) (0.288) (0.294) (0.296)
Error integrated out -0.037 -0.037 0.267 0.190 0.207

(0.125) (0.125) (0.351) (0.359) (0.362)
Full sample, no correction -0.720

∗∗∗ -0.720
∗∗∗

1.921
∗∗∗

2.033
∗∗∗

2.036
∗∗∗

(0.119) (0.119) (0.145) (0.144) (0.142)
Full sample, error integrated out -0.334

∗∗∗ -0.334
∗∗∗

1.004
∗∗∗

0.935
∗∗∗

0.960
∗∗∗

(0.081) (0.081) (0.239) (0.253) (0.254)
Full sample, 1 random draw 0.143 0.143 -0.599

∗∗ -0.554
∗∗ -0.569

∗∗

(0.089) (0.089) (0.237) (0.258) (0.257)
Non-workers, error integrated out 0.269

∗∗∗
0.269

∗∗∗ -0.544
∗∗ -0.606

∗∗ -0.602
∗∗

(0.094) (0.094) (0.227) (0.230) (0.231)

N 16,730 16,730 13,219 13,219 13,219

Notes: Standard errors clusted by labor supply group and wage imputation procedure. ∗ p < 0.1,
∗∗ p < 0.05, ∗∗∗ p < 0.01
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Goodness of fit Although the statistical fit is usually not the outcome of highest
interest, our results show several interesting patterns for future applications. First
of all, the choice of the utility function does not systematically improve or worsen
the statistical fit. Our analysis confirms the usual finding that the implementation
of hours restrictions, fixed costs and observed preference heterogeneity clearly help
to explain the labor supply choices. The performance of the random coefficients
models that also allow for unobserved heterogeneity is surprisingly bad compared
to the computational burden of their estimation. The results with regard to the wage
imputation show that these specification decisions also affect the statistical fit of the
model substantially. Predicting wages not only for non-workers but for the full sample
increases the fit significantly. However, this is not surprising as it demonstrates how
much of the variation in the data is lost only by using predicted instead of actual
wages for the full sample when not accounting for errors in the wage rate prediction.

More generally, our results show that except for the implementation of fixed costs
or hours restrictions there is hardly a single modeling assumption that guarantees a
good fit. Instead, there are several small issues that help to explain the observed labor
market outcomes and add up to a good fit.

Labor Supply Elasticities Even more important than the statistical fit is whether
specific modeling assumptions systematically influence the out-of-sample predictions
when simulating policy or wage changes. In line with the literature, we find that the
estimated elasticities are rather robust with regard to the specification of the utility
function as well as the implementation of observed and unobserved heterogeneity.
This is reassuring as it shows that the frequently applied specifications do not restrict
the labor supply decision a priori. The only (weak) exception seems to be the imple-
mentation of hours restrictions or fixed costs which tend to drive extensive elasticities
up. This finding supports the view that jobs with very few weekly working hours are
harder to find than regular part-time jobs with, e.g., 20 hours of work.

Substantially more of the variation can be explained when analyzing the impact of
the wage imputation and the handling of wage prediction errors. Our results hold the
important message that this part of the model specification is way more relevant to
the estimated elasticities than the utility specification. E.g., using predicted wages not
only for non-workers but for the full sample roughly doubles the estimated elasticities
when not accounting for the wage prediction error. This substantial difference can be
explained by the fact that predicting wages for the full sample reduces the variance of
the wage distribution substantially. To explain the observed working hours with less
variation in wages and thus income and consumption, the implied elasticities have
to increase. To account for wage prediction errors and to integrate these errors out
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during the estimation reduces the difference markedly. Interestingly the results differ
a lot depending on whether a single random draw or higher numbers are used. The
ad hoc procedure of adding a single random draw tends to cancel the effect of a full
sample prediction out. In contrast, correcting for the wage prediction error tends to
reduce the elasticities, but we still observe the estimated elasticities to be significantly
higher than those where the wage rates were imputed only for non-workers.

Robustness We performed a wide range of robustness checks to confirm that our
results are not special to the used data and methods. In particular, we also used a
different wave from the same data set and performed our analysis also using data
from the Current Population Survey for the US. The results we obtained were qual-
itatively the same. We also checked the robustness with regard to the calculation of
elasticities and found no differences whether we simulated 1 % or 10 % changes in
the own-wage rate. Also switching the calculation of the elasticities from aggregated
to mean, median or other quantile measures did not affect our findings.

Summary In part our results confirm previous findings in the literature. While the
empirical specification of the systematic utility function has an impact on the statis-
tical fit, we find only little differences in the estimated elasticities. It thus may be
justified to rely on simpler model setups when the computational burden is a ma-
jor concern. However, the majority of applied robustness checks was focused on the
effects of different utility specifications and has usually ignored how the underlying
wage treatment may influence the results. We find that these assumptions explain
a lot more variation in outcomes than the specification of the utility function. Most
previous robustness checks have thus concentrated on rather irrelevant issues. In-
stead, more attention should be paid to the wage imputation and the handling of
wage prediction errors.

5 Joint estimation of wages and preferences

Our analysis shows that the utility specification hardly affects the estimated labor
supply elasticities. In contrast, the wage imputation procedure and the handling of
the wage prediction error have a huge impact. Despite this importance, it is com-
mon practice to estimate the labor supply decision conditional on observed or pre-
dicted wages. The wage rates are then estimated beforehand and treated as exogenous
within the labor supply estimation. This procedure reduces the computational bur-
den, but is obviously rather restrictive. While there are some Hausman-type studies
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that loosen this fairly strong assumption and find correlation between wages and
hours of work (Moffitt, 1984, Tummers and Woittiez, 1991), only little effort has been
taken so far in the context of discrete choice labor supply models. Aaberge et al. (1995)
and follow-ups estimate labor supply on a random choice set based on draws from
the hours and wage distribution. Breunig et al. (2008) and Blundell and Shephard
(2012) assume a fixed individual-specific wage rate but allow one specific preference
parameter to be correlated with the error term of the wage equation. Although this
accounts for at least some interaction between preferences and wages, it still assumes
that the labor supply decision is exogenous to the wage rate. Moreover, the correla-
tion structure is rather restrictive as one may think of potential correlation between
the wage rate and disutility components like fixed costs or welfare stigma.

We propose a very flexible estimation strategy that overcomes the restrictive exo-
geneity assumptions of the standard estimation procedure. More specific, we allow
the wage rate to depend on hours of work and preferences for leisure and consump-
tion as well as fixed costs to be correlated with the error term of the wage equation.
To make this model feasible, we however have to impose some distributional assump-
tions on the random terms. More precisely, preferences for consumption and leisure
and the wage equation residuals are assumed to follow a multivariate normal dis-
tribution. We estimate log-wages on tenure, labor market experience, education and
dummies for foreigners, living in East Germany, being handicapped or working either
part-time or overtime. Labor supply and wages are estimated using a full information
maximum likelihood framework:

ln(SL) = ∑
n∈E

ln

(
1
N

R

∑
r=1

P(Ur
ni > Ur

nj, ∀j 6= i|ŵnj, εr
β,n, εr

w,n = ln wni − xw,niβ
′
w)

)

+ ∑
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ln

(
1
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R

∑
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P(Ur
ni > Ur

nj, ∀j 6= i|ŵnj, εr
β,n, εr

w,n)

)

+ ∑
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(
ln φ

{
ln wni − xw,niβ

′
w

σw

}
− ln σw

)
(7)

where U denotes the subset of unemployed individuals and εr
β,n, εr

w,n are the (ran-
domly drawn) error terms from the distribution of random preference coefficients βu

and the wage equation, respectively. This framework makes it possible to estimate
the influence of hours of work on the wage rate as well as the variance-covariance
matrix between preferences and wages. In order to separate and identify both effects
properly, we use the actual wage equation residual for workers whose wage rate is ob-
served (subset E) whereas we use multivariate normally distributed Halton sequences
to integrate over a set of possible wage equation errors for unemployed individuals.
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We estimate our model for single male households. Table 6 summarizes the relevant
results with regard to the correlation patterns. Our results show that there is indeed
correlation between wages and hours of work (models (3) to (5) in the upper part
of table 6), which is well in line with earlier findings. For single men working part-
time, i.e., between ten and thirty hours a week, leads to a wage decrease of 14-32 %
compared to a typical 40 hours per week employment. The results are statistically
highly significant. Working 50 or more hours a week is also connected to a (smaller)
decrease in wages compared to full-time employment. This effect varies between 11

and 16 %. These findings indicates an inverted U-shaped relationship between wages
and hours of work, and thereby confirm the findings of Moffitt (1984) within the
classical continuous hours approach.

Table 6: Estimation results single males

(1) (2) (3) (4) (5)

ln w
part time -0.151

∗∗∗ -0.273
∗∗∗ -0.390

∗∗∗

(0.0511) (0.0524) (0.0628)
over time -0.186

∗∗∗ -0.129
∗∗∗ -0.124

∗∗∗

(0.0350) (0.0313) (0.0370)

lFC,ln w 0.427
∗∗∗

0.0203

(0.0125) (0.153)
lC,ln w -0.0806

(0.205)
lL,ln w -0.408

∗∗∗

(0.0364)

N 5453 5453 5453 5453 5453

r2_p 0.227 0.515 0.520 0.533 0.537

ll -1172.5 -1537.3 -1521.9 -1480.1 -1467.4
aic 2373.0 3126.7 3099.8 3022.3 3004.7
bic 2465.5 3298.4 3284.7 3227.0 3235.9

Notes: Estimation results using 5 Halton sequences. Standard errors
in parentheses, ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

The estimated variance-covariance matrix between wages and preferences for con-
sumption and leisure shows that there is some significant correlation as well (see
models (4) and (5) in the lower part of table 6). Here we present cross entries of the
Cholesky matrix, showing the correlation patterns between wages and fixed costs of
work in model (4) and additionally preferences for consumption and leisure in col-
umn (5). We see that there is indeed a significant relationship, which is mainly due to
correlation between wages and preferences for leisure.
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6 Conclusion

Structural labor supply models are frequently used in the empirical labor supply anal-
ysis for many different purposes. In recent years, it has become a standard procedure
to estimate labor supply decisions as choice among a set of different hours alternatives
or job opportunities instead of maximizing the marginal utility over a continuous set
of working hours. In contrast to this popularity, little is known on how the numerous
modeling assumptions usually made when applying this kind of model impact the
statistical fit as well as the estimated outcomes in terms of labor supply reactions to
changes in earnings.

In this paper, we provide an overview on the most important specification issues
and carry out a comprehensive sensitivity-analysis in order to disentangle the driv-
ing factors behind modern labor supply models. Our results show that even if the
modeling assumptions concerning the direct utility specification increase or worsen
the statistical fit, i.e., the power to explain the observed labor supply behavior, the
models are robust when it comes to estimated labor supply elasticities. These results
are well in line with several robustness checks that have been applied in the litera-
ture. In contrast to the robustness regarding the utility function, the models are highly
responsive to changes in the underlying wage distribution. This concerns the wage
imputation procedure for non-workers and the decision whether to use observed or
predicted wages for actual workers as well as the inclusion of potential wage predic-
tion errors. In fact, our results indicate that, e.g., using predicted wages for the full
sample instead of predicting wages for non-workers only, roughly doubles the esti-
mated elasticities when the model does not account for errors in the wage prediction.
Thus, whether to use predicted or observed wages for actual workers and whether
and how to integrate the wage prediction error out during the estimation process has
a large and statistically significant impact on the statistical fit of the model and the
estimated labor supply elasticities. While it is common practice in many empirical
studies to check the robustness of the results regarding the specification of the direct
utility function, surprisingly little effort has been taken so far to check the robustness
of the models with respect to the underlying wage treatment.

Therefore, we further tackle this issue and an alternative estimation method that
overcomes the restrictive independence assumptions previously made in the context
of discrete choice models. We allow for both correlation between wages and prefer-
ences, and wage rates that depend on hours of work. Our results show that there is
indeed a significant relationship in both directions which is usually ignored in em-
pirical applications. While the standard approach assumes that every worker faces
a fixed wage rate irrespective of hours of work, we find that working part-time sig-
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nificantly lowers the hourly wage rate by 14-32 %. A similar (but smaller) effect is
found for working overtime. Moreover we find partly significant correlation between
preferences and wages. Our findings clearly reject the exogeneity assumptions that
are implicitly made in most discrete choice labor supply applications.
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