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Abstract

To what extent can we reduce unemployment by relocating job seekers and
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CareerBuilder.com, we estimate a job seeker’s willingness to apply to a job
as a function of the job’s distance to the job seeker’s zip code of residence.
Plugging this estimate into a new theoretical model, we find that optimally
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1 Introduction

In the aftermath of the Great Recession, the recovery of the US labor market has
been sluggish. While the unemployment rate increased from about 5% to 10%
during the Great Recession, it was still as high as 8% in 2012, three years after
the official end of the recession as defined by the NBER Business Cycle Dating
Committee. One potential explanation for this sluggish recovery is geographic
mismatch: job seekers in depressed areas may not be able or willing to relocate
to areas with better job prospects. Two reasons make this explanation plausible.
First, there has been a sustained decline in internal migration since the 1980’s
(Molloy et al., 2011). Second, because of the collapse in house prices during the
crisis, home owners may be unwilling to incur large capital losses in order to move
(“house lock”).

Despite the plausibility of the mismatch hypothesis, geographic mismatch did not
increase in the aftermath of the Great Recession (Şahin et al., 2014). However,
the mismatch index used in prior literature cannot precisely determine the level
of mismatch because it assumes that job seekers do not search for jobs across
geographic boundaries. Furthermore, as demonstrated by Şahin et al. (2014), the
level of mismatch is sensitive to the assumption made about the geography of job
search: if we assume that job seekers search within their state (but not across
states), measured mismatch is lower than if we assume that job seekers search
within their MSA (but not across MSAs). Therefore, while the macro literature
shows that mismatch did not increase in the aftermath of the Great Recession,
it cannot determine the exact level of geographic mismatch because it does not
account for job search across geographic units.

To determine with greater accuracy the level of geographic mismatch, we need a
model that takes into account the fact that job seekers apply across geographic
units, such as the model in Manning and Petrongolo (2011). Exploiting fine-
grained geographic data on the location of job seekers and vacancies in the U.K.,
Manning and Petrongolo (2011) infer where job seekers apply for jobs. Since job
seekers do not seem to apply very far from home, geographic mismatch in the U.K.
may be large. However, while Manning and Petrongolo (2011) take into account
the geography of job search, their paper focuses on the impact of place-based poli-
cies rather than mismatch unemployment.

In this paper, we use zip code level data on the geography of job search in order
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to determine the level of geographic mismatch in the US in 2012. Our data comes
from CareerBuilder.com, a leading job board in the US. The data is broadly rep-
resentative of the US labor market. It contains information of the zip code of
vacancies and job seekers, and on the applications from job seekers to vacancies.
The application data allows us to directly estimate a job seeker’s willingness to
apply to a vacancy as a function of the distance between the vacancy and the job
seeker’s zip code of residence. We develop a new model of geographic mismatch
that allows for job applications across geographic units (e.g. zip codes). Using
our model and our empirical estimates of the probability of applications across
zip codes, we find that US aggregate unemployment would decrease by at most
5% if job seekers were reallocated to maximize hires.

To compute mismatch, we use a directed search model where workers choose where
to send their applications, and vacancies closer to home yield higher utility. Our
theoretical model is close to the one by Manning and Petrongolo (2011), but we
also borrow elements from Albrecht et al. (2006), Chade and Smith (2006), and
Galenianos and Kircher (2009). The model yields the number of hires with the
existing allocation of job seekers and vacancies. We can also compute the num-
ber of hires under the allocation of job seekers that maximizes hires. Geographic
mismatch is measured as the difference between the latter and the former.

Documenting the geography of job search, we find that job seekers are more likely
to apply to jobs closer to home: for example, a job seeker is 50% as likely to apply
to a vacancy that is 25 miles away relative to a vacancy that is in the job seekers’
own zip code. Still, we find that 16% of applications are to out-of-state vacancies.
Overall, the American job seekers’ willingness to apply to far away jobs is much
greater than that of British job seekers (Manning and Petrongolo, 2011).

How sensitive is the level of geographic mismatch to our estimates of job seekers’
willingness to apply to far away jobs? We compute geographic mismatch for a
range of distastes for distance and find that it varies very little, even for mod-
erate increases in the distaste for distance. We show that the robustness of our
results to changes in the distaste for distance can be explained by the fact that
job seekers are already allocated fairly optimally given the location of vacancies.
Therefore, the low level of geographic mismatch in the US can be explained by a
combination of a high enough willingness to apply to far away jobs and a fairly
balanced distribution of job seekers and vacancies across zip codes.
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Since job seekers do not only differ in location but also in occupation, one may
wonder to what degree our estimate of geographic mismatch is sensitive to het-
erogeneity across occupations. Indeed, Şahin et al. (2014) show that mismatch
across 2-digit SOC is much greater than mismatch across counties. However, the
estimate from Şahin et al. (2014) assumes that job seekers only apply to jobs
within their own occupation. We re-estimate geographic mismatch by taking into
account job seekers’ applications across commuting zones and across 2-digit SOC.
We find that our estimates of geographic mismatch are remarkably robust to the
occupation heterogeneity. Thus, even after taking account heterogeneity by oc-
cupation, we still find that geographic mismatch can account for about 5% of US
unemployment.

Since we document how likely job seekers are to apply to jobs far away from home,
our paper is related to the literature on geographic mobility in the US. This litera-
ture typically measures moves across states (Molloy et al., 2011). We complement
this work by showing which locations job seekers consider during their job search,
before making an actual move. Furthermore, we are able to analyze the distri-
bution of locations considered by job seekers both within and across states. A
strand of the literature on geographic mobility investigates whether people move
to places with better economic conditions (Greenwood et al., 1986; Bound and
Holzer, 2000; Wozniak, 2010). Our work is complementary to this literature since
we can analyze whether workers direct their applications to areas with better
economic conditions. We show that geographic mismatch based on applications
within job seekers’ area of residence is higher than geographic mismatch that takes
into account job seekers’ applications across areas. This implies that, when ap-
plying to vacancies outside of their area of residence, job seekers tend to choose
vacancies in areas with lower job seeker to vacancy ratios.

Our work is also related to the literature that investigates the distance between
the place of residence and the place of employment. This literature uses either
matched employer-employee datasets or commuting surveys. Hellerstein et al.
(2008) use a matched employer-employee dataset and find that 14% of workers
work in the zip code where they live and 92% work in the CBSA where they
live. Using the American Community Survey, McKenzie (2013) finds that 27%
of workers travel for work outside of their county of residence in a typical week.
We complement this research with evidence on the job search process. We find
that vacancies job seekers apply to tend to be further away from their place of
residence than jobs are to employed workers’ place of residence.
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Finally, the evidence we provide about the geography of job search is relevant to
the literature on the impact evaluation of many types of local labor market shocks:
shocks to labor demand such as a plant opening/closure, place-based policies, etc.,
or shocks to labor supply such as immigration, training, job search assistance pro-
grams, etc.1

The next section presents the data. In the third section, we present our theoretical
framework. In the fourth section, we provide results about the geography of job
search and the level of geographic mismatch. Section five provides robustness tests
and extensions. Section six concludes.

2 Data

We use proprietary data provided by CareerBuilder.com, the largest US employ-
ment website. We merge three data sets extracted from CareerBuilder’s database.
The first one is a random sample of registered users whose accounts were active
between April and June 2012. For each job seeker, we have the residence location
at the zip code level and whether the job seeker is currently unemployed. In order
for our results to be comparable with prior literature on job search, we restrict
the data to unemployed users. After dropping those who do not reside in the US,
who live in Alaska and Puerto Rico, and those whose location is unknown, we end
up with a data set of 451,783 users.

The second data set is a sample of vacancies published on the website between
April and June 2012, and therefore available to the job seekers to apply to. For
each job, we know its location at the zip code level. The raw data set includes
1,116,314 vacancies. Removing non-consistent observations, duplicates and vacan-

1This issue is relevant to measure the impact of immigrants on natives’ wages or employ-
ment rates (Card, 1990; Altonji and Card, 1991; Friedberg and Hunt, 1995; Borjas et al., 1996,
1997; DiNardo and Card, 2000; Card, 2001, 2005; Borjas, 2003; Ottaviano and Peri, 2006), the
impact of local shocks on labor demand (Blanchard and Katz, 1992; Bound and Holzer, 2000;
Notowidigdo, 2011), the impact of trade and FDI on labor market outcomes (Autor et al.,
2013a,b), the equilibrium effects of active labor market policies (Davidson and Woodbury, 1993;
Blundell et al., 2004; Gautier et al., 2012; Crépon et al., 2013; Ferracci et al., 2014), the hetero-
geneity of the negative duration dependence with local conditions (Kroft et al., 2013), spatial
mismatch (Patacchini and Zenou, 2005; Hellerstein et al., 2008; Boustan and Margo, 2009; Ås-
lund et al., 2010), or the impact of place-based policies (Neumark and Kolko, 2010; Ham et al.,
2011; Gobillon et al., 2012; Givord et al., 2013; Busso et al., 2013).
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cies not located in the US (or located in Alaska or Puerto Rico) leaves 1,111,353
vacancies. Removing observations without zip code information leaves 696,975
observations, which means that 37% of the sample is lost due to this restriction.
Finally, the third data set connects the two previous data sets by showing which
jobs each job seeker applied to: each observation corresponds to an application
and is characterized by a job seeker ID and a vacancy ID. On average, job seekers
sent around 12.8 applications and vacancies receive 15.8 applications.

We verified that the location of vacancies and job seekers in this data is represen-
tative of the location of vacancies and job seekers in the US in general. Across
US regions, vacancies in our dataset are distributed very similarly to vacancies in
the nationally representative Job Openings and Labor Turnover Survey (JOLTS)
in April-June 2012: the correlation between the two distributions is 96%. Across
US states, job seekers in this data are also distributed very similarly to the unem-
ployed in the Current Population Survey in April-June 2012, with a correlation of
88%.

Furthermore, some background work (Marinescu and Wolthoff, 2012) was done
to compare the industry distribution of job vacancies in CareerBuilder.com with
the distribution in JOLTS. Compared to the distribution of vacancies across in-
dustries in JOLTS, some industries are overrepresented in CareerBuilder data, in
particular information technology, finance and insurance, and real estate, rental
and leasing. The most underrepresented industries are state and local govern-
ment, accommodation and food services, other services, and construction. While
the vacancies on CareerBuilder are not perfectly representative of the ones in the
US economy as a whole, they form a substantial fraction of the market. Indeed,
the number of vacancies on CareerBuilder.com represented 35% of the total num-
ber of vacancies in the US in January 2011 as counted in JOLTS (Marinescu and
Wolthoff, 2012).

In terms of occupation (2-digit SOC codes), the distribution of job seekers’ occu-
pations in CareerBuilder data is very similar to the CPS (correlation of 0.71), and
the distribution of vacancies’ occupations in the CareerBuilder data is essentially
identical to the distribution of vacancies in all online jobs (correlation of 0.95 with
Help Wanted Online data). Overall, our data is therefore broadly representative
of the US distribution of vacancies and job seekers.
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3 Theory

We use a directed search model where workers choose where to send their appli-
cations based on the location of the vacancies. Specifically, vacancies closer to the
job seekers’ home yield higher utility. Our theoretical model is close to the one
by Manning and Petrongolo (2011), where agents must choose a set of places to
apply to, but we also borrow elements from Albrecht et al. (2006), Chade and
Smith (2006), and Galenianos and Kircher (2009).

3.1 Environment and strategies

Each firm has one vacancy. All workers and all firms are identical, risk neutral, and
they produce one unit of output when matched and zero otherwise. The utility
of an employed worker is defined below, and an unmatched worker has a utility
of zero. Workers observe all vacancies. Workers and vacancies are spread across
S locations. Each location j has Vj vacancies and Uj unemployed workers. i(u)

and j(v) denote the geographic units where unemployed worker u and vacancy v
are located. A strategy of a worker is a set of ā vacancies that he applies to. The
timing of the game is the following.

1. Job seekers apply to vacancies: each job seeker sends ā applications.

2. Firms gather the applications they receive: each application has a probabil-
ity q to be valid in the sense that the applicant will produce positive output
if he is hired. q is a scale parameter: it helps us calibrate the model by
capturing the fact that the matching rate in the labor market is lower than
what can be predicted on the basis of the number of applications that firms
receive.

3. Firms can only make one offer. If a vacancy has more than one valid appli-
cation, the firm picks randomly the job seeker to whom it makes an offer.

4. Offers are sent to job seekers.

5. Job seekers can only accept one job offer. If a job seeker has received more
than one offer, he accepts the offer that generates the highest utility.

6. Matches are realized. If a firm’s chosen applicant rejects the job offer then
the firm remains unmatched.

3.2 Outcomes and equilibrium

The application of a worker u to a vacancy v provides the worker utility wuv =

f(di(u)j(v))εuv, the product of a deterministic decreasing function of the geographic
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distance di(u)j(v) between the job seeker and the vacancy, and an idiosyncratic term
that is job-worker pair specific. ε is assumed to be uncorrelated across job seekers
within vacancies or across vacancies within job seekers. This idiosyncratic term
allows for workers in a given location i to have different preferences over vacancy
locations j, and even across jobs within a given location.

We assume that the probability πuv that a worker u gets an offer for vacancy v
conditional on applying only depends on the location of the vacancy: πuv = πj(v).
This assumption, which is crucial for the tractability of the model, is also present
in Manning and Petrongolo (2011). It is not a straightforward assumption as it
entails in particular that employers do not treat candidates differently based on
where these candidates live. Because we do not observe matches in our data, we
are not able to assess the extent to which this assumption holds.

Let v = {v1, . . . vā} be the ā-tuple of vacancies worker u applies to. We use the
convention that wuv1 ≥ wuv2 ≥ . . . wuvā . The expected utility associated with
strategy v is:

U(v) = πj(v1)wuv1 +
ā∑
k=2

[
k−1∏
`=1

(1− πj(v`))

]
πj(vk)wuvk (1)

With probability πv1 , the job seeker gets an offer from the highest utility vacancy.
Whatever other offers he might get, he takes v1 and his utility is wuv1 . He only
takes an offer from vacancy vk if he does not get any offer from higher utility
vacancies vk′ , k′ < k, which happens with probability

∏k−1
`=1 (1− πj(v`)).

Determining which strategy maximizes expected utility is complex: an algorithm
such as the one described in Chade and Smith (2006) should be used. In the gen-
eral case, it is not an optimal strategy to apply to the ā highest expected utility
jobs. Instead, workers should first apply to the highest expected utility job, and
then gamble upwards by applying to jobs that have lower probability of yielding
an offer but higher utility.

We assume that, from the point of view of the job seeker, the probability πv and
the reward wuv associated with a vacancy v are not negatively correlated. If the
correlation is negative but small enough or if the correlation is positive, there is
little to no opportunity for gambling upwards and applying to the ā vacancies with
the highest expected utility πvwuv yields an expected utility that is very close to
following the optimal strategy as defined by the algorithm in Chade and Smith
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(2006).2

We argue that the probability of getting an offer is not highly correlated with
utility. Utility is the product of two terms: f(d) is strictly decreasing with geo-
graphic distance and ε is an idiosyncratic shock. By assumption, ε is a random
draw across vacancies, and, thus will not generate any correlation between π and
w. What about the correlation between π and f(d)? If π exhibits no spatial
autocorrelation, it will not be correlated with a function that is monotone with
distance. Indeed, if πd (d stands for distance) is a spatially determined random
variable such that Cov(πd, πd−1) = 0 (no autocorrelation). Then, if we take a
distance metric xd (or a monotonic function of a distance metric), we have that
Cov(xd, πd) = 0.

If π exhibits large spatial autocorrelation, it means that there are large areas with
high π and others with low π. In this case, take a job seeker in an area with a
high π, the closest vacancies, which are the ones that provide, on average, higher
utility, are also the ones in which the probability to get an offer is higher. There-
fore, for these job seekers living in areas with high π, it is definitely optimal to
apply to the highest expected utility job. Conversely, in locations that have below
average labor market tightness, job seekers do face a trade-off between applying
to low offer rate (low πj) but nearby jobs versus higher offer rate but far away
jobs. For these job seekers, applying to the highest expected utility vacancies is
not optimal: they should also "gamble upwards" by applying to vacancies close
to home even though the probability of getting an offer is low. This issue will de-
pend on the degree of autocorrelation of π. However, these job seekers are likely
to be a small share of the population. Therefore, applying to the highest expected
utility vacancies will be close to optimal for most job seekers, thus justifying our
assumption.

We now simplify the problem by assuming that workers’ optimal strategy is to
the ā vacancies with the highest expected utility. How can we represent this
strategy in a tractable way? Let b be the lowest expected utility vacancy a worker
is willing to apply to. The optimal strategy is to apply to all vacancies whose
expected utility exceeds b. We allow the expected utility threshold to differ across
job seekers’ locations. Job seekers should apply to vacancies that are above the

2Manning and Petrongolo (2011) solve this issue by assuming that π is so enough that the
probability to receive two offers or more is negligible. In this case, U(v) =

∑
k πj(vk)wuvk so

that the optimal strategy is too apply to the vacancies with the highest expected utility.
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expected utility cutoff bi(u) that varies with the job seekers’ location, i.e. apply if:

πj(v)f(di(u),j(v))εuv > bi(u) (2)

Assuming that ε has a Pareto distribution of parameter α, equation (2) above
implies that the probability of application for a job seeker in i to a vacancy in j
is given by:

pij =

(
πjf(dij)

bi

)α
(3)

The average number of applications sent by a job seeker in location i is equal to
ā.

ā =
∑
`

pi`V` (4)

Combining equations (3) and (4), we can obtain an expression for bαi .

bαi =

∑
` π

α
` f

α(di`)V`
ā

,∀i

Replacing bαi by its expression in equation (3), we obtain the following expression
for pij.

pij = ā
παj f

α(dij)∑
` π

α
` f

α(di`)V`
,∀i, j (5)

The number of applications received by a vacancy located in j from job seekers
located in i is distributed as a Poisson(pijUi). Summing applications coming from
all origins, the distribution of the number of applications received by a vacancy
in j is a Poisson(rj), where rj =

∑
k pkjUk denotes the expected number of appli-

cations received by a vacancy in j. Remember that an application is assumed to
be valid with probability q. The number of valid applications is thus distributed
as Xj ∼ Poisson (qrj).

From the point of view of a job seeker, the probability πj that an application she is
about to make is going to be successful is equal to q multiplied by the expectation
of 1/(Xj +1), where Xj is the expected number of applications made by other job
seekers to the job. Since Xj ∼ Poisson (qrj), πj is given by:

πj = qR (qrj) (6)

where R(x) = [1− exp(−x)]/x.

Replacing pkj by its expression in (5), we obtain, for all j:

πj = qR

(
qāπαj

∑
k

fα(dkj)Uk∑
` π

α
` f

α(dk`)V`

)
(7)
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The number of offers received by a job seeker in i from vacancies in j is distributed
as Poisson (πjpijVj). The total number of offers received by this job seeker in i

from all locations is thus distributed as Yi ∼ Poisson (
∑

` π`pi`V`).

A job seeker will match if and only if he receives at least one offer. For a job
seeker living in k, this occurs with probability 1 − exp (

∑
` pk`π`V`). Therefore,

the number of matches is equal to:

M =
∑
k

Uk

[
1− exp

(∑
`

pk`π`V`

)]
This expression of the total number of hires involves pijπj, the probability that a
given job seeker in i applies to a given vacancy in j and that he gets an offer from
this vacancy. The part between square brackets is the probability to have at least
one offer.
Finally, using expression (5) to substitute p by its expression:

M =
∑
k

Uk

[
1− exp

(
−ā
∑

` π
1+α
` fα(dk`)V`∑

` π
α
` f

α(dk`)V`

)]
(8)

We can check that this matching function exhibits constant returns to scale: if the
number of job seekers and vacancies is multiplied by the same scalar factor in every
location, the number of matches is also multiplied by this factor. Interestingly,
we note that the probability of getting an offer πj and the probability that a job
seeker matches are unaffected by such a change in scale. We also check that the
number of matches is equal to zero when either the number of vacancies or job
seekers is equal to zero.

3.3 Solving the model

Knowing parameters ā, α, q, f(.), as well as vectors U and V , how can we de-
termine the total number of hires M? First, equation (7) defines a system of S
equations where the S πj are the unknowns, and ā, α, q, f(.), U and V are the
parameters. We do not have a general proof for the existence or unicity of a solu-
tion vector π for equation (7). However, we note that, in practice, the application
x 7→ qR

(
qxαj ā

∑
k

fα(dkj)Uk∑
` x
α
` f

α(dk`)V`

)
is a clear contraction mapping that reaches an

equilibrium very fast, for a large range of parameters. Trying several starting
points always leads to the same solution, which argues in favor of a unique equi-
librium. Manning and Petrongolo (2011) are able to prove formally the existence
and unicity of the solution in a similar case, at the cost of imposing an exponen-
tial function form on the relationship between π and

∑
k pkjUk. Numerically, we
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iterate equation (7) to obtain its fixed-point solution.

Second, once π is known, it is straightforward to find the total number of hires,
using equation (8).

3.4 Particular case: distinct markets

So far, we have assumed that markets were interconnected: job seekers could apply
to vacancies in their own unit as well as in others. Most of the existing literature
make the simplifying assumption that markets are distinct, that is: (i) job seekers
can only apply to vacancies within their own unit, (ii) job seekers are equally likely
to apply to all vacancies within their own unit (there is no geographic distance
within units).

We can adapt the previous to the subcase of distinct markets. Just suppose that
f(dii) = 1 within the unit and f(dij) = 0 if i 6= j. The probability of applying
to a vacancy within one’s unit is pjj = ā/Vj, the expected number of application
received by a vacancy is rj = āUj/Vj and πj = qR(qrj). The total number of
matches is then

M =
∑
k

Uk [1− exp(−qāR(qāUk/Vk))] (9)

3.5 Estimation

In this subsection, we turn to the issue of estimating the structural parameters of
the model.

We take ā as the average number of applications by job seekers as observed in the
data. For the number of vacancies by unit Vj, we have to take into account the
fact that we only observe a sample of job seekers and vacancies: the distribution
of vacancies across locations should be correct, on average, but the global tight-
ness may be wrong. Adjusting for tightness is important because the number of
matches depends on labor market tightness. To obtain the total number of un-
employed people in the US, we use the numbers reported by the Bureau of Labor
Statistics based on the Current Population Survey. To obtain the total number
of vacancies in the US, we use JOLTS. For each month of April to June 2012, we
compute national tightness by dividing the total number of vacancies by the total
number of unemployed job seekers. We take the average of these three measures
of tightness as our measure of national labor market tightness. Keeping the geo-
graphic distribution as in our data, we then inflate the number of vacancies such
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that the global tightness is equal to the national labor market tightness.

For function f , we start from equation (3). Another way to write the expression
for the probability that a given individual in i applies to a given vacancy in j, pij,
is:

pij = λ̃iµ̃jf
α(dij)

We assume that f(.) has an exponential form f(d) = exp(s(d)), where s(d) is a
spline function. Therefore,

pij = exp(log λ̃i + log µ̃j + αs(dij)) = exp(λi + µj + αs(dij)) (10)

Using the number of applications sent by job seekers in i to vacancies in j, we
can identify the spline αs(.), not α and s(.), which is enough to identify f(.)α.
We estimate the coefficients of the spline function by a Poisson regression with
two-way fixed-effects to account for the presence of job seeker location fixed effects
λi and vacancy location fixed effects µj.

Now, parameters α and q still have be determined. In this version of the paper,
we assume that α = 1 and calibrate q based on the national job finding rate
(using the CPS, this is the number of unemployment to employment transitions
in a given month divided by the number of unemployed workers in the previous
month). However, it is possible to find α in the following way. We can use the
fact that, in our data, we observe the average number of applications received by
vacancies in all units, and that we know the national job finding rate. For two
values of α and q, and given the other parameters, we can solve the model and
the average number of applications received by vacancies in j, r̂j, should be close
to rj:

rj = παj ā
∑
k

fα(dkj)Uk∑
` π

α
` f

α(dk`)V`

Also, the target in terms of job finding rate provides us with a target M̂ in terms of
the total number of hires by multiplying by the number of job seekers: M should
be close to M̂ . We can estimate α and q such that we minimize

∑
j(rj − r̂j)2/S

and
∑

j(M − M̂)2.
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3.6 Mismatch index

3.6.1 No distaste for distance

Starting from equation (5), we examine the case in which job seekers have no
distaste for distance, i.e. f(dij) = 1,∀i, j.

pij = ā
παj∑
` π

α
` V`

,∀i, j (11)

In this case, pij does not depend on i. Let Ū and V̄ be the total number of job
seekers and vacancies in the economy. As for π, we have, for all j:

πj = qR

(
qāπαj

∑
k

Uk∑
` π

α
` V`

)

= qR
(
Ū

qāπαj∑
` π

α
` V`

)
The only term that depends on j on the right-hand side is πj itself. Therefore,
solving for πj is the same for any zip code j. Hence π is equal across zip codes
in the case of no distaste for distance. Since π is equal across zip codes, we can
rewrite π as a function of parameters, i.e.:

π = qR
(
qā
Ū

V̄

)
(12)

If f(dij) = 1, the total number of matches is:

M =
∑
k

Uk

[
1− exp

(
−ā
∑

` π
1+α
` V`∑

` π
α
` V`

)]
(13)

Since π is equal across zip codes, the total number of matches when there is no
distaste for distance is:

M = U [1− exp (−āπ)]

Replacing π by its expression in equation (12),

M = Ū

[
1− exp

(
−qāR

(
qā
Ū

V̄

))]
(14)

3.6.2 Optimal allocation

As seen above, in the general case, the total number of matches is given by:

M =
∑
k

Uk

[
1− exp

(
−ā
∑

` π
1+α
` fα(dk`)V`∑

` π
α
` f

α(dk`)V`

)]
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We want to find the allocation of job seekers Uk that maximizes M . In the ex-
pression above, only πj (and of course Uk itself) depends on the distribution of Uk
across zip codes k.

If the allocation of job seekers is such that πj is equal to the same value π across
zip codes, then the number of matches M is the same as in the case when there is
no distaste for distance. We conjecture therefore that the allocation of job seekers
at equalizes πj across zip codes maximizes the number of hires. We detail this
reasoning below.

If the allocation of job seekers equalizes πj across zip codes, then we can write
equation (7) as:

π = qR

(
qā
∑
k

fα(dkj)Uk∑
` f

α(dk`)V`

)
As there is bijective relationship between πj and rj, the average number of ap-
plications received by a vacancy, in this case, does not depend on its location.
Thus, rj will be equal to the total number of applications divided by the number
of vacancies:

∑
k pkjUk = āŪ/V̄ . Using the expression of pij in equation (5), we

can rewrite the previous equation as:

π = qR
(
qā
Ū

V̄

)
which is exactly the expression of π in the case in which there is no distaste for
distance. If the allocation of job seekers is such that πj is equal to the same value
π across zip codes, the total number of matches is:

M∗ = Ū

[
1− exp

(
−qāR

(
qā
Ū

V̄

))]
Therefore, even with a positive distaste for distaste, allocating job seekers so that
π (or r, the number of applications received by each vacancy) is equal across zip
codes leads to the same number of matches than when there is no distaste for
distance.

How can we find this allocation? Denote Ṽk =
∑

` f
α(dk`)V`, X the matrix of

term [fα(dij/Ṽi]ij and b a vector of ones (of dimension the number of zip codes).
The allocation of job seekers such that π is constant across zip codes is equal to:

U∗ =
Ū

b′X−1b
X−1b
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We conjecture thatM∗, obtained with the allocation U∗ in the presence of distaste
for distance and with any allocation when there is no distaste for distance, is the
highest number of matches that one can obtain. This is consistent with the view
that, starting from any allocation, decreasing the utility cost to apply far away
will lead to an increase of the number of hires.

Our interconnected-markets mismatch index is then defined as one minus the ratio
between the number of matches with the actual allocation of job seekers and the
maximum number of matches:

Mi = 1−
∑
k

Uk
Ū

1− exp
(
−ā

∑
` π

1+α
` fα(dk`)V`∑

` π
α
` f

α(dk`)V`

)
1− exp

(
−qāR

(
qā Ū

V̄

)) (15)

4 Results

4.1 The Geography of Job Search

To understand the geography of job search, we must understand how important
distance is in job seekers’ application behavior. We use a Poisson regression to
estimate the probability pij that a job seeker in zip code i applies to a vacancy
in zip code j (see equation 10)above). Estimating pij helps us pin down the dis-
taste for distance function f . In turn, f will be used to calculate the degree of
geographic mismatch.

Specifically, the model we estimate is the following. The number of applications
from job seekers in zip i to vacancies in j is modeled as a Poisson with parameter
µij:

µij = UiVj exp[αi + λj + s(dij)] (16)

where αi and λj are fixed effects for job seekers’ and vacancies’ zip codes respec-
tively. Ui and Vj the number of job seekers in i and vacancies in j, and s(.) a
spline function whose parameters are estimated. The estimated spline function
that captures how far away job seekers apply is displayed graphically in Figure 1.

Overall, applications decrease with distance, as shown in Figure 1. One potential
concern is that job seekers in different locations are quite different in their distaste
for distance. Similarly, vacancies in some locations may be more attractive to all
job seekers, which could bias our estimates of the distaste for distance. Reassur-
ingly, the estimate of the spline is not sensitive to job seeker zip code and vacancy
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zip code fixed effects (Figure 1). This suggests that our estimate of the distaste
for distance is robust to unobserved heterogeneity across job seekers in different
zip codes, and across vacancies in different zip codes.

[Figure 1 about here.]

For very short distances, the probability of application increases with distance
(Figure 1). This is likely due to the fact that small geographic areas are special-
ized in either residential or commercial/industrial activities,. This specialization
could arise organically, or may be due to zoning laws. If job seekers are more likely
to live in specialized residential areas, then they are less likely to find suitable jobs
in their home zip codes. Instead, they will find more suitable jobs in nearby areas
that specialize in commercial/industrial activities. Area specialization may thus
explain why job seekers are slightly more likely to apply to jobs in nearby zip
codes than in their zip code of residence.

The probability of application decreases drastically up to 50 miles of distance
(Figure 1). This is probably due to the fact that job seekers would have to move
in order to take jobs beyond 50 miles. While the distaste for distance at short
distances probably reflects distaste for longer commutes, distaste for distance at
longer distances is more and more reflective of a distaste for moving.

The magnitude of the distaste for distance we estimate here implies that American
job seekers are much more willing to apply to vacancies far away from home than
the British job seekers studied by Manning and Petrongolo (2011). Some of the
difference in these estimates may be explained by the fact that the job seekers
studied Manning and Petrongolo (2011) have somewhat lower skill compared to
the average job seeker in the UK, while our sample is fairly representative of the
average US job seeker in terms of occupation. Furthermore, Manning and Petron-
golo (2011) estimate the distaste for distance based on a matching model rather
than on direct observation of job seekers’ application behavior, which could intro-
duce some noise in the estimates. However, the difference in the two estimates is
large enough that there may also be a difference between the two countries in the
distaste for distance for a given skill level.

Overall, we find that job seekers are less likely to apply to vacancies further away
from their zip code of residence, and these results are robust to controls for job
seeker and vacancy zip code fixed effects. What is yet to be determined is whether
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job seekers’ preference for jobs close to home is high enough to generate substantial
geographic mismatch. This is the topic of the next section.

4.2 Mismatch Unemployment

4.2.1 Mismatch with distinct units

Existing mismatch indices implicitly assume that job seekers are equally likely to
match with any job within their location, and will never match with a job outside
their home location. These mismatch indices are then used to measure differences
between the geographic distribution of jobs and job seekers. One of the most
commonly used measures of mismatch is the following:

M = 1−
∑
i

(
vi∑
i vi

)γ (
ui∑
i ui

)1−γ

(17)

where vi, ui are the number of vacancies and unemployed workers in geographic
area (labor market) i respectively.

M has been introduced by Nickell (1982) and Jackman and Roper (1987) to mea-
sure the share of unemployment that is due to mismatch. 3 The idea is to rely on
a simple search-and-matching model of unemployment (Pissarides, 2000): in each
market, the number of hires is assumed to be a constant-return-to-scale Cobb-
Douglas function of the number of vacancies and job seekers, of parameter γ, e.g.
proportional to vγu1−γ. In what follows, we take γ = .5, following Şahin et al.
(2014). Following Nickell (1982), Şahin et al. (2014) show that 1−M is the ratio
of the actual number of hires and the optimal number of hires that a planner
can obtain by allocating job seekers across markets. Therefore, the Cobb-Douglas
mismatch indexM represents the percentage shortfall in hires obtained with the
actual allocation of job seekers relative to the optimal allocation of job seekers.

In order to calculate this mismatch index, one must choose a geographic unit for
the location of job seekers, such as the MSA. The choice of the geographic unit
of observation is subject to a trade-off. Working with too broad areas is likely to
create a downward bias on the index. If one considers there is only one area (say
the whole United States), all applications from job seekers residing in this area
are obviously sent within the same area. In this case, the index will obviously

3See Jackman et al. (1989); Dickens (2010); Lazear and Spletzer (2012) for a dissimilarity
index, which provides a measure of the proportion of the unemployed who are in the “wrong”
market. Using this other measure yields very similar qualitative results for Figure 2.
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be equal zero but will understate the actual geographic mismatch. Conversely, if
we use zip codes as the unit of observation, we have the opposite problem. Many
applications are directed to vacancies that are not located in the area where the
job seeker resides, and we run the risk of overestimating geographic mismatch. As
demonstrated by Şahin et al. (2014), choosing a larger area to define the location
of job seekers mechanically yields higher mismatch according to the Cobb-Douglas
indexM.

Figure 2 shows how mismatch varies with the size of the geographic area where
job seekers are assumed to look for jobs. Under the assumptions underlying the
indexM, we find that 1.6% of hires are lost due to the misallocation of job seekers
when job seekers’ search area is defined as the state. If we define the job seekers’
search area as the MSA or the commuting zone (CZ), mismatch is about 2.5%.
When search areas are counties, this figure doubles, to 4.9%. At the zip-code level,
the fraction of hires lost due to misallocation of job seekers is 22.9%, a very large
figure. The magnitude of geographic mismatch therefore strongly depends on the
size of the geographic area where job seekers are assumed to look for jobs, with
smaller areas yielding much larger values for the Cobb-Douglas mismatch index
M.

[Figure 2 about here.]

4.2.2 Mismatch with distinct markets using our model

Our mismatch indexMi differs from the Cobb-Douglas mismatch indexM in two
ways. First,Mi uses a different matching function. Second,Mi allows for appli-
cations across geographic units. In order to understand differences in measured
mismatch when usingMi versusM, we first report mismatch results for a version
of our mismatch index that prevents job seekers from applying across geographic
areas. For this version of the mismatch index, we use the mismatch index Mi,
and take the distaste for distance f to be an identity matrix, so that job seekers
get no utility from applying to jobs that are not in their home area. We call this
indexMd the "distinct markets mismatch index", referring to the fact that labor
markets are assumed not to interact across geographic areas.

The orders of magnitude of the distinct markets mismatch indexMd are similar
to those obtained with the Cobb-Douglas mismatch indexM (compare Figure 3
and Figure 2). Just like M, Md is sensitive to the size of the area where job
seekers are assumed to look for jobs, with larger areas yielding smaller levels of
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mismatch. Therefore, while our matching function is not a Cobb-Douglas, the
distinct markets mismatch index Md yields very similar results to those arising
from the Cobb-Douglas mismatch indexM.

[Figure 3 about here.]

4.2.3 Comparing interconnected and distinct markets using our model

Mismatch is most accurately captured by our mismatch index Mi (equation 15
above) at the zip code level, because it allows for detailed geography and for inter-
connected labor markets. Using our preferred measure of mismatch, we find that
geographic mismatch is very small: 4.97% of hires are lost due to the misallocation
of job seekers when job seekers’ location is defined at the zip code level (Figure
4).

Allowing for applications across boundaries is important to determine the magni-
tude of mismatch. Indeed, the interconnected markets mismatch index Mi is a
lot less sensitive to the definition of the labor market than the distinct markets
mismatch indexMd. Md varies between 31.1% if the labor market is assumed to
be the zip code of residence of the job seeker and 3.66% if the labor market is a
whole state. By contrast,Mi goes from 4.97% to 1.29% when going from the zip
code level to the state level.

Regardless of the definition of a labor market, the interconnected markets mis-
match indexMi yields lower mismatch that the distinct markets mismatch index
Md (Figure 4). The percent difference betweenMd andMi is largest when labor
markets are defined by zip codes, but it is also quite large when labor markets
are defined by counties or states. BecauseMi allows for applications across labor
markets,Mi is systematically lower thanMd .

[Figure 4 about here.]

5 Robustness and Extensions

5.1 Mismatch for various distastes for distance

To what extent can low mismatch be attributed to our specific estimate of the
distaste for distance? Would mismatch increase a lot if distaste for distance were
greater? There are at least two reasons why this is an interesting question. First,
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people who do not use Internet for job search may have higher distaste for dis-
tance. Second, British job seekers studied in Manning and Petrongolo (2011) do
in fact exhibit higher distaste for distance. To test the sensitivity of our results,
we re-calculate the number of matches M (see equation 8) at the zip code level
and for different distastes for distance f , ranging from infinity (isolated zip codes)
to zero (single market for the whole country). MismatchMi is equal to the num-
ber of matches with no distaste for distance minus the number of matches M ,
which varies with distaste for distance. Therefore, variations in M are directly
informative about changes in the geographic mismatchMi.

Geographic mismatch increases with distaste for distance, but this increase is very
small, even for moderate changes in the distaste for distance. To demonstrate this,
we plot the number of matchesM realized with various distastes for distance given
the actual allocation of job seekers. We normalize the results by the number of
matches M obtained with the distaste for distance for American job seekers that
we have estimated above. The blue bars in Figure 5 show the results from this ex-
ercise. We can see that a decrease in the distaste for distance barely increases the
number of matches, which is another way of saying that there is little geographic
mismatch. Conversely, if we increase the distaste for distance, we also don’t see a
large drop in the number of matches, at least for moderate increases in the distaste
for distance. For example, if we move from the American distaste for distance to
the British distaste for distance (as estimated in Manning and Petrongolo (2011),
we find that matches would decrease by less than 5%.

On the other hand, if job seekers were allocated randomly across zip codes, greater
distaste for distance would have a larger impact on geographic mismatch. The
red bars in Figure 5 show the results from this exercise. In this case, going from
the American distaste for distance to to the British distaste for distance, matches
decline by more than 20%. Going to isolated zip codes decreases the number of
matches by almost 60%. These results suggest that distaste for distance did not
matter much when using the actual allocation of job seekers because job seekers
already live pretty close to vacancies on average.

Based on this analysis, geographic mismatch is low because distaste for distance
is low enough, and job seekers are already fairly close to vacancies. In a dynamic
framework, low distaste for distance can explain why job seekers are relatively
well allocated across space. Indeed, if distaste for distance is low enough, then,
over time, job seekers relocate to follow vacancies, so that, at any given point in
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time, job seekers live close to vacancies on average.

[Figure 5 about here.]

5.2 Geography interacted with occupations

Mismatch unemployment may be the result of a different geographic distribution
of job seekers and job vacancies, but it might also result from a different distribu-
tion of job seekers and job vacancies across occupations. Moreover, the occupation
and spatial dimensions may interact to further increase mismatch.

In this subsection, we carry a simple exercise to assess whether occupations play
an important role in mismatch. Instead of defining geography-based labor markets
as we have done so far, we define a labor market as a location and an occupation.
For vacancies, the occupation is directly obtained from the listing. For job seekers,
we use the occupation of their last job. In order to keep computations tractable,
we build labor markets as the intersection of SOC-2 occupations and Commuting
Zones, obtaining around 10,000 CZ*SOC-2 labor markets. For the same reasons
that we do not assume that job seekers only apply in their home location, we do
not assume that job seekers whose last job was in a given occupation will restrict
their applications to the same occupation. Therefore, we estimate a model similar
to the one described in equation (16), and we add a dummy for applying to an
occupation that is different from the one held in the last job. The expected
probability for job seeker in labor market i to apply for a job in labor market j is:

µij = UiVj exp[αi + λj + s(dij) + αo1{oi 6=oj}]

where dij is the geographic distance between the centroids of the CZs correspond-
ing to i and j, and oi is the SOC-2 occupation of job seekers in i. Note that we
include, as before, job seeker labor market fixed effects αi, and therefore we also
control for fixed effects by occupation.

The estimation of this model pins down a new function f to be used in the mis-
match indexMi. The third column in Figure 6 presents the result of this exercise.
We find that, indeed, the mismatch index corresponding to the CZ*SOC-2 labor
markets is higher than the one corresponding to the CZ labor markets, but by
very little. Qualitatively, our results are unchanged: mismatch unemployment
remains around 5%. If the data and computation capacities allowed to refine the
exercise, building for instance zip*SOC-2 labor markets and estimating more flex-
ible models, we conjecture that the resulting index would be higher than 5%, but

21



only modestly so. Overall, we conclude that our measure of geographic mismatch
is robust to accounting for heterogeneity in SOC-2 occupations.

[Figure 6 about here.]

6 Conclusion

In this paper, we have documented how far job seekers are willing to apply to jobs
and, based on this evidence, we have measured the degree of geographic mismatch.
Our measure of geographic mismatch is based on a search and matching model
of the labor market in which job seekers choose where to send their applications.
Quantitatively, we find that US aggregate unemployment would be reduced by
at most 5% if job seekers were reallocated so as to maximize hires. Therefore,
geographic mismatch is a negligible driver of US unemployment.

We further seek to understand why geographic mismatch is so low. First, we show
that our results are not driven by our neglecting heterogeneity by occupation:
indeed, after accounting for heterogeneity by occupation, geographic mismatch
remains essentially the same. Second, we find that low mismatch can be explained
by a job seekers’ high enough willingness to apply far away from home combined
with a geographic distribution of job seekers that mimics relatively closely the
distribution of vacancies.

Our results suggest that policies that attempt to combat geographic mismatch will
have a limited effect on aggregate unemployment. There are two reasons why this
is the case. First, we show that mismatch is just not a big problem at the macro
level. While the prior macro literature could not pin down the exact level of geo-
graphic mismatch, the results were suggestive of relatively low levels of mismatch
(Şahin et al., 2014). Based on better evidence on the geography of job search, we
conclude that geographic mismatch is indeed not a major cause of unemployment
at the macro level. Second, place-based policies will tend to be ineffective even
at the micro level, i.e. in locations that are especially job poor. Prior literature
investigating the impact of the geography of job search on place-based policies in
the UK (Manning and Petrongolo, 2011) already suggested that such policies are
rather ineffective. Indeed, job seekers from other areas will apply to newly created
jobs in target areas, so the positive employment effect for target area residents
will be muted. Because we find that, in the US, job seekers apply much further
away from their home area than in the UK, our results suggest that the impact
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of place-based policies in contemporary US will be even more muted.

Overall, our results show that geographic mismatch cannot account for the high
level of unemployment in 2012 relative to the beginning of the Great Recession.
Instead, other causes must have been at play: to manage aggregate unemployment
effectively, policy makers should therefore use policies that are not geography
dependent, such as monetary policy.
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Figure 1: Relative probability of application as a function of geographic distance:
predictions from Poisson model with or without fixed effects
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Figure 2: Mismatch unemployment: distinct markets and Cobb-Douglas matching
function
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Figure 3: Mismatch unemployment: distinct markets with the matching function
from our model
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Figure 4: Mismatch unemployment: interconnected and distinct markets
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Figure 5: Robustness to various distaste-for-distance parameters
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Figure 6: Mismatch unemployment: interconnected geographic units and occupa-
tions
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