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#### Abstract

Occupational segregation and pay gaps by gender remain large while many of the constraints traditionally believed to be responsible for these gaps have weakened over time. Here, we explore the possibility that women and men have different tastes for the content of the work they do. We run regressions of job satisfaction on the share of males in an occupation. Overall, there is a strong negative relationship between female satisfaction and the share of males. This relationship is fairly stable across different specifications and contexts. The magnitude of the association is not attenuated by personal characteristics or by proxies of job flexibility. The effect is muted for women but largely unchanged for men when we include three measures that proxy the content and context of the work in an occupation, which we label 'people,' 'brains,' and 'brawn.' These results suggest that women may care more about job content, and this is a possible factor preventing them from entering some male dominated professions.
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[^0]
## Introduction

"And finally, in our time a beard is the one thing that a woman cannot do better than a man." - John Steinberg, Travels with Charley: In Search of America.

Women's progress in the labor market has been dramatic since the 1960s. The female employment rate has risen, the pay gap with men has declined, and occupational segregation has decreased. Figure 1 shows the share of males in the occupations in which women work. Despite all the progress, it is striking that female convergence has slowed and possibly stopped since about the turn of the millennium, while sizeable differences remain between the jobs done by women and men. One particular concern is that females are underrepresented in many high paying professional and managerial occupations (see Figure 2 and Goldin, 2014), while average female earnings still lag behind male earnings (Blau and Kahn, 2006 and Blau and Kahn, 2000). Since occupational earnings differences are large, the underrepresentation of women in many high-paying, male dominated professions remains a major candidate for the residual gender wage gap (Macpherson and Hirsch 1995; Bielby and Baron 1984; Bayard et al, 2003). For example in 2014, the average hourly wage of individuals who work in majority male occupations (proportion of males $>=0.70$ ) is about $\$ 23.67$, versus $\$ 19.30$ for those in minority male occupations (proportion of males $<=0.30$ ). ${ }^{1}$

The traditional explanations for these wage gaps are discrimination, labor supply and human capital investments, and barriers, which make it difficult to combine work and family. ${ }^{2}$ More recently, the literature has turned towards the role of attitudes, tastes, and gender identity as possible explanations for different labor market choices and outcomes of men and women (e.g. Pinker, 2008, Bertrand, 2010). However, the role of many of the variables suggested as explanations for lower female earnings remain empirically elusive (Manning and Swaffield, 2008).

In this paper we focus on tastes for particular job attributes as an explanation for the remaining occupational segregation. We estimate job satisfaction equations for men and women. We complement these with regressions for more traditional labor market outcomes; namely transitions between occupations and leaving the labor force. One of our key

[^1]regressors is the share of men in an occupation. Like Usui (2008), who uses the National Longitudinal Survey of Youth 1979 (NLSY79) from 1979-1982, we find that that women are less satisfied in male dominated jobs, while males either like or are indifferent to the share of males in an occupation. In addition, we find that women are more likely to leave occupations with a higher share of males, whereas males are more likely to stay. We document these relationships for the US, Britain, and Russia. The basic patterns are robust to including many other occupation and individual characteristics, as well as individual fixed effects.

The core of our analysis links job satisfaction to attributes of the work done in various occupations. The idea is that women may not like the nature of male dominated jobs. This hypothesis underlies work by Pinker (2008), who argues that females and males have different strengths, which lead them to gravitate towards different occupations. She argues that women tend to prefer jobs that require empathy and interacting with people. Conversely, men like work that requires them to 'make things.' Pinker (2008) sees this as the reason why women are less likely to become aerospace engineers and are more likely to enter teaching. To empirically examine this hypothesis, we parsimoniously summarize occupational content in three latent factors, distilled from descriptions in the ONET database, which we label 'people,' 'brains,' and 'brawn.' The occupational content measures matter for both male and female job satisfaction. We find that female job satisfaction is higher in occupations that have high 'people' and 'brain' content but is lower for 'brawn.' Conversely, males are indifferent to jobs that have high brawn content. Importantly, including these measures reduces the coefficient on the share of men in the occupation by around a third for women, while it does little to the coefficient in the male job satisfaction regressions.

While far from definite, these results suggest that differential tastes by gender may be an important ingredient in explaining the occupational choices of men and women. Preferences could be determined either biologically or through socialization. Using saliva based measures of testosterone, we find no direct evidence for the biology view but this may be due to data imperfections.

While direct preference based explanations have been gaining prominence in some quarters they have not featured prominently in the economics literature so far. Economists have focused on differentials in risk aversion or attitudes towards competition (see Bertrand, 2010)
rather than on the nature of the work per se. We hope our results will spark the interest of economists to engage in more research on this topic.

## Data

US:
We use the NLSY79, a panel of 12,686 individuals who were between 14 and 22 years old when first surveyed in 1979. These individuals were interviewed annually through 1994 and then on a biennial basis. The NLSY79 sample spans 1979 to 2012.

The question on job satisfaction was asked in every wave. Specifically, respondents were asked, "How do you feel about the job you have now?" and were given the following response option: I like it very much; I like it fairly well; I dislike it somewhat; I dislike it very much. We coded responses so that higher values represent higher satisfaction. Our analysis is restricted to an unbalanced panel of employees who responded to this job satisfaction question. The NLSY79 uses the US Census Bureau occupation definitions. Specifically, the 1982-2000 and 2002-2012 waves use the 1980 and 2000 codes respectively. Our analysis sample spans the years 1982 to 2012.

We create two additional dependent variables that capture movements in the labor market. ${ }^{3}$ The first is defined equal to 1 in period $t+1$ if a person changed employer and had a different occupation in $t+1$ compared to the occupation that they held in $t$, and 0 otherwise. ${ }^{4}$ We call these individuals movers. The second measure for leavers is 1 in period $t+1$ if a person was employed in period $t$ but left the labor force in period $t+1$ and 0 otherwise.

We use the pooled monthly CPS samples from 1983-1991 and 2003-2010 to calculate the proportion of males in each occupation for the 1980 and 2000 three-digit occupation codes respectively. ${ }^{5}$ In particular, the share of males (SOM) is calculated as the count of men within occupation $j$ divided by the total number of workers in the same occupation. Additionally, we calculate averages of the hourly wage, ${ }^{6}$ hours, the proportion college graduates, and age for each occupation. We match the CPS averages derived from the 1980 occupation codes to the

[^2]1982-2000 NLSY data and the averages derived from the 2000 occupation codes to the 20022012 NLSY data. There is a single average for all the years within the sub-periods when occupation codes are unchanged. Hence, we exploit cross-sectional variation and variation due to occupation switchers but not variation over time in these averages in the estimation. In order to allow for the break in the occupation coding, we control for individual times subperiod specific fixed effects in some of our regressions. We also utilize sampling weights that reflect that the NLSY79 oversampled blacks, Hispanics, and the economically disadvantaged (see online appendix D for the unweighted results).

## Britain:

We use all 18 waves of the original sample of the British Household Panel Survey (BHPS), a longitudinal study of around 5,500 households and over 10,000 individuals that began in 1991. This main sample was supplemented in later years with a Welsh extension from 1999 (about 1500 households), a Scottish extension from 1999 and a Northern Ireland extension from 2001 (about 1900 households). We present unweighted results from the unbalanced panel of all individuals included in the data between 1991 and 2008. ${ }^{7}$

The BHPS contains a number of different job satisfaction questions, which are available for the full 18 waves. In particular, we use the questions asking respondents how satisfied or dissatisfied they are with i) their current job overall and ii) the actual work itself. Answers are on a 7-point scale. The BHPS uses occupation codes based on the Standard Occupational Classification 1990 (SOC90) up to 2001; in 2002 this was replaced with SOC 2000 (SOC00).

We again create two additional dependent variables that capture whether a person moved occupations between two periods and whether they left the labor force between the two periods. ${ }^{8}$ These are binary outcomes and are consistent with the definitions described for the NLSY79 analysis.

We measure the SOM in an occupation using the 1993-2012 Quarterly Labor Force Survey

[^3](QLFS). The QLFS is the main survey of individual economic activity in the Britain, and provides the official measure of the national unemployment rate. It uses SOC90 codes from 1993 through 2000 and UK SOC00 from 2001. Thus, we calculate the same occupation averages as for the NLSY for each sub-period when the SOC90 and SOC00 were used. These are then matched into the BHPS data. We allow for individual sub-period specific fixed effects in some of our regressions.

## Russia:

Our measure of job satisfaction for Russia comes from the Russian Longitudinal Monitoring Survey (RMLS). This is a series of nationally representative annual surveys, with data available from 1994-2012. However, job satisfaction data is only available from 2002-2012. We restrict our sample to employees who answer the question: "How satisfied or unsatisfied are you with your job in general?" Response options are absolutely satisfied, mostly satisfied, neutral, not very satisfied and absolutely unsatisfied. We code responses so that higher values represent being more satisfied. We create two binary dependent variables that capture labor market movements whose definition is consistent with the definitions described for the NLSY analysis. ${ }^{9}$

We do not have a large labor force survey that allows us to calculate occupation averages for Russia, like the US CPS or British QLFS. Instead, we rely on merging the RMLS from 19942012 with two other data sources, the International Social Survey Program (ISSP) 1995$2011^{10}$ and the European Social Survey (ESS) from 2002-2012. ${ }^{11}$ Pooling the ISSP 19952011, the ESS 2002-2012 and the RMLS 1994-2012, we calculate the SOM in each occupation, along with the other occupation averages, age, hours and proportion of college graduates. Only the RMLS reports individual earnings and, as a result, we calculate the average wage from this data source only. Our RMLS regressions use weights that allow for the complex design of the RMLS where many observations are derived from following the housing unit rather than the person, as well as having oversamples from the first wave to allow for forecasted attrition. However, the overall conclusions are not sensitive to weighting, and unweighted regressions can be seen in appendix D .

[^4]
## Methods and Results

Our starting point is a linear regression for job satisfaction or mobility of the form

$$
\begin{equation*}
Y_{i j t}=\delta S O M_{j}+X_{j} \beta+X_{i j t} \gamma+\mu_{t}+\varpi_{a}+\varepsilon_{i j t} \tag{1}
\end{equation*}
$$

where $Y_{i j t}$ is either job satisfaction or a binary labor market outcome of individual $i$ in occupation $j$ and year $t, S O M_{j}$ is the proportion of males in a particular occupation, $X_{j}$ is a vector of other occupational averages, $X_{i j t}$ is a vector of individual-level control variables, $\mu_{t}$ are wave effects, and $\varpi_{a}$ are region effects. ${ }^{12}$ In the baseline specification, $X_{j}$ contains average wages, hours, age, and the proportion college graduates, while $X_{i j t}$ contains age and age squared. We calculate standard errors using two-way clustering by individual and occupation. ${ }^{13}$

The coefficient of interest in equation (1) is $\delta$. For example, in mover regressions, a positive coefficient implies that a higher SOM in an occupation is associated with a higher tendency to move occupation. For the job satisfaction regressions a negative coefficient implies that a higher SOM in an occupation is associated with lower levels of job satisfaction. To make the interpretation of $\delta$ more intuitive in the job satisfaction regressions (given that the job satisfaction scales differ across country) we follow van Praag and Ferrer-i-Carbonell (2008) and normalize the job satisfaction variables by using the fitted values from an ordered probit on the raw sample fractions. We estimate equation (1) separately for males and females.

Table 1 displays our baseline results for job satisfaction. The SOM in an occupation is consistently associated with lower levels of job satisfaction for women, and the magnitudes seem sizeable. For the US, the coefficient on the SOM is -0.263 . This implies that a $10-$ percentage point increase in the SOM (approximately the effect of moving from more female accounting to more male pharmacy (see Figure 2)) is associated with $2.6 \%$ of a standard

[^5]deviation lower job satisfaction. For the BHPS, a 10-percentage point increase in the SOM has a lower association at $1.4 \%$. For Russia a 10 -percentage point increase in the SOM is associated with $1.8 \%$ of a standard deviation lower job satisfaction. For the BHPS, in addition to overall job satisfaction, we also have a measure of satisfaction with work itself. A 10-percentage point increase in the SOM in an occupation is associated with a larger $3.2 \%$ of a standard deviation decline in satisfaction, compared to the $1.4 \%$ lower effect for overall job satisfaction.

The results for males, on the other hand, are much smaller in magnitude, not significant and centered more closely around zero. These regressions control for a number of other occupation averages: the log of wages, hours, age, and the fraction of college graduates. Particularly age, wages, and the fraction of educated workers are important correlates with job satisfaction but for women the SOM certainly plays a sizeable role in explaining job satisfaction.

Three additional data sources allow us to consider the association between the SOM and overall job satisfaction. These are the General Social Survey (US based), the European Social Survey (ESS) and the International Social Survey Programme (ISSP). Overall, we find the same pattern. That is, females are less satisfied working in occupations with higher SOM. Conversely, the coefficient for males is centered around zero. These results are documented in online Appendix F.

The results from the mover and leaver regressions are documented in Table 2. For brevity, coefficients for occupation averages other than the SOM are not shown in the table. For all three countries, higher shares of males in period $t$ increase the likelihood that women change occupation in $t+1$. For males, our findings for all three countries suggest the opposite. For example, the associations for the US imply that a 10-percentage point increase in the SOM in an occupation increases the probability of a female changing her occupation by 2.4 percentage points. Conversely, for males the same increase implies that they are about 1percentage points less likely to change their occupation. Females in the US and Britain are also significantly more likely to leave the labor force in $t+1$ if they are working with higher SOM in period $t$ but the size of the effect is lower than for occupational switches. However,
males in the US are also more likely to leave jobs with higher SOM in the same period. ${ }^{14}$ The associations are not significant for Russia, as well as for British males.

One important issue in interpreting the results from a regression like (1) is how people sort into heterogeneous occupations. The standard compensating differentials framework suggests that workers pick among packages of wages and job attributes while employers offer such packages in order to attract workers. To the degree that workers differ, they will sort into the type of jobs they prefer in equilibrium. Wages adjust to eliminate any excess supplies and demands, so that occupation wage differentials reflect the compensating differentials required by marginal workers who are indifferent between two different jobs. This framework predicts that men and women may end up working in different jobs in equilibrium if they have different preferences for job attributes or if they face different constraints (say in terms of hours choices or flexible schedules an occupation offers). In this scenario, it is unlikely that job satisfaction will reflect preferences. One reason is that much of the variation in (1) is cross-sectional, and it is unclear whether the answers to job satisfaction questions are comparable across individuals. The fixed effects specifications we explore below address this issue. Another reason is that everybody works in their most preferred occupation, given equilibrium wages, in the competitive compensating differentials model, and hence should report their maximum job satisfaction attainable.

The frictionless, full information framework underlying the standard model is unlikely to be a good representation of actual labor markets, where individuals often make choices subject to constraints and frictions. Modeling occupational choices and wage differentials in a framework with frictions can lead to very different equilibrium outcomes (see Manning, 2003). One implication is that wages no longer reflect compensating differentials. Rather, employers with wage setting powers will use wage-amenity packages to attract workers, and wages and amenities may be positively correlated in equilibrium. Furthermore, workers may end up in jobs other than their preferred one, and they will switch jobs in search of better matches. This "frictional disequilibrium" constitutes a natural source for interpreting the results from job satisfaction equations like (1). As there are good jobs and bad jobs, as well as high and low quality matches in this framework, the coefficients on occupation characteristics have a more natural interpretation as individual preferences for these

[^6]characteristics in this framework. It also offers a natural point of departure for interpreting the mobility regressions, as there is no reason for systematic job changes in the frictionless model. However, the caveat that within person comparisons should be more accurate still applies in the model with frictions as well.

In Table 3 we add individual fixed effects to equation (1). Including these effects amounts to identifying the effect of the SOM from occupation switchers, while controlling for time invariant individual differences. Recall that the occupation coding changed in the US and British data sets over time. In order to exploit only variation within periods with consistent occupation codes, we interact the individual fixed effects with indicators for the sub-periods without coding changes. Denoting these sub-periods by $s$, we estimate:

$$
\begin{equation*}
Y_{i j t}=\alpha_{i s}+\delta S O M_{j s}+X_{j s} \beta+X_{i j t} \gamma+\mu_{t}+\varpi_{a}+\varepsilon_{i j t} \tag{2}
\end{equation*}
$$

From Table 3, including the fixed effects attenuates the female coefficients on the SOM somewhat in the US and Russia but has little impact in Britain. In fact, the coefficient for overall job satisfaction is significantly larger in absolute value. The SOM coefficients for males also change little for Britain, while in Russia and the US the coefficients for males are now negative and significant. However, the male coefficients always remain substantially smaller than the female coefficients. Overall, accounting for fixed effects fails to explain the negative correlation between job satisfaction and the $\mathrm{SOM}^{15}$.

Occupational mobility also remains strongly related to the SOM in all three countries. In particular, as the SOM increases in an occupation a female is more likely to change occupation, whereas a male is more likely to stay. Table 3 also suggests that females are more likely to leave the labor force in Britain if they work in occupations with more men.

[^7]We have also considered adding a number of individual factors to the specification outlined in equation (2). In particular we include covariates that are traditional in the job satisfaction literature in the spirit of Clark (1996) and Clark and Oswald (1996), the log of own income, own working hours, household size, number of children, a dummy for college graduates, and marital status. In addition, we created measures for the flexibility of hours in an occupation. The importance of flexibility for females in the workplace has been emphasized in the literature (Goldin, 2014; Goldin and Katz, 2008; Goldin and Katz, 2011; Goldin and Katz, 2012), with some suggesting that career women are 'opting elsewhere' in choosing occupations that allow them to accommodate family responsibilities (Polachek, 1981; Belkin, 2003; Stone, 2007). Adding these variables leaves the coefficients on the SOM unchanged or increases them slightly in absolute value when compared to Table 3' (see Appendix A).

## People, brains, and brawn

Why do women report lower job satisfaction when they work in occupations with a high share of males? One hypothesis is that men and women have different preferences for characteristics and attributes of jobs, as well as the environment in which they work. Individuals sort to some degree into jobs according to these preferences, and the observed SOM may therefore reflect male and female preferences. Differences in tastes by gender for particular occupational traits may also explain why our coefficient on the SOM is not significant in the male satisfaction regressions documented in Tables 1 and 3, but for females it is mostly negative and significant. That is, over time females have entered into roles that were previously male dominated so they now have some presence in these relatively male jobs. If these are bad matches this will show up in reports of low job satisfaction. However, the gender revolution has been an asymmetric one (see, for example, Figure 2). That is, it is a revolution in which females have increasingly assumed male jobs, but males have not to the same extent moved into traditional female jobs (like nursing and teaching). So, males remain less likely to find themselves working in occupations that require the empathy they lack, while females may more often find themselves in environments that are focused on tasks they care little about.

In order to probe the possibility that the SOM proxies for the content of the work, which is what women may care more about, we would like to control for the occupation characteristics
which are related to such preferences directly. Therefore we turn to the ONET database version 5. ${ }^{16}$ ONET provides a diverse set of information on occupational attributes, requirements, and characteristics of the workers in an occupation; all in all it offers about 249 distinct items. Out of these we start with the 79 items describing the work activities and context of a person's occupation at the US 2000 SOC level. For each individual item an incumbent in randomly selected firms reports a level from 1 to 7. For example, in activities, an item might describe to which degree an occupation involves 'assisting and caring of others,' 'analyzing data or information,' or 'repairing and maintaining of mechanical equipment.' Examples for context are the level of 'contact with others,' 'the importance of being exact or accurate,' and 'being exposed to hazardous conditions' (see Appendix C Table C. 3 for all attributes). We standardize each of these variables to have a mean of 0 and a standard deviation of 1 .

We utilize a crosswalk provided by the Bureau of Labor Statistics to assign a Census 2000 occupation code to each occupation in the ONET file. ${ }^{17}$ We then rely on the crosswalks from Autor and Dorn (2013) and Dorn (2009) to convert occupations to Census 1970, 1980 and 2000 codes. Using these two crosswalks we match the ONET data to the CPS from 19792012. This gives us a data set that represents the distribution of occupation characteristics for the US from 1979-2012.

We could add the 79 context and activities variables to our regressions directly. However, we are worried about over-fitting, so we follow the psychometric literature (Gorsuch, 1983, 2003; Thompson, 2004) and use exploratory factor analysis to reduce the dimensionality of the ONET variables first. ${ }^{18}$ This exercise leads us to three latent factors that can loosely be labeled 'people,' 'brain,' and 'brawn'. We choose these names based on the items that load onto each factor (see Appendix C Table C. 3 for full details of loading). We next match the occupation specific factors into the NLSY data.

We note that our approach is different to that taken by Beaudry and Lewis (2014), who utilize DOTs (the predecessor to ONET) to manually pick attributes they view as being associated

[^8]with physical, cognitive and people skills in an occupation. We rely on a more mechanical method to reduce the dimensionality of the data to avoid handpicking occupational attributes, which fit our prejudices. Nonetheless, we arrive at a roughly similar classification. Table 4 lists the top and bottom ten occupations for each of the three factors. In addition, Table 5 documents the scores for a number of white-collar occupations, which we find useful to think about occupational segregation. The factors have a mean 0 and standard deviation 1, so mechanical engineers, for example, score half a standard deviation below the mean on people, and a bit more than 2 standard deviations above the mean on brains. We note that many occupations that females seem to avoid tend score negative on the people factor (like engineering, mathematics, economics, and software development) while occupations that females are dominant in are high on people (teaching, nursing and social work). From Table 4, the highest levels of brawn are associated with blue-collar workers, however engineering is also high on brawn. We note from Table 5 that physicians and nurses are also associated with positive brawn, but differ from engineering in that they are high on people as well. As expected, all white-collar jobs are associated with positive brains. Unsurprisingly, the most cerebral of occupations are the hard sciences and mathematics, as well as high-level management. Table 5 also documents the SOM in each occupation in 1930 versus the SOM in the same occupation today. It is noteworthy that the occupations that females did not converge into are also relatively high in brawn but low on people.

For the British analysis, we match the US SOC00 codes in the ONET data directly to the British SOC00 in the QLFS data using a crosswalk provided by Anna Salomons. ${ }^{19}$ We then proceed and extract underlying latent factors. These differ only from the US analysis in the fact that the distribution of workers across occupations is slightly different in Britain. Unsurprisingly, we again obtain three latent factors corresponding to 'people,' 'brains,' and 'brawn' from the QLFS analysis, which we match to the BHPS. For the Russian data (complementing the RMLS with ISSP and ESS data in order to get more observations in the occupation cells) we match the ISCO code to the US SOC00 using a crosswalk provided by the Bureau of Labor Statistics. The factor analysis again yields the three familiar factors labeled 'people,' 'brains,' and 'brawn.'

[^9]Table 6 documents the results from a regression which aims to quantify the compensating differential for the factors we label 'people,' 'brains,' and 'brawn.' In these regressions the dependent variable is the log of own income as reported in the NLSY, BHPS and RMLS. We include the three latent factors as regressors, alongside a dummy variable to indicate if a person is male and their age. We also include time and individual fixed effects. From Table 6, we note that 'brains' is the most rewarded factor on the labor market, with the compensating differential being far higher in the US when compared to the other two countries. In comparison, the people coefficient is centered around zero and never significant. The coefficient on 'brawn' is always negative but is close to zero in Britain and Russia. The negative coefficient is intuitive given that many blue-collar manual jobs are high on 'brawn' (see Table 4). This suggests that what is rewarded in engineering and other 'brawny' whitecollar jobs is the very high 'brain' component. It is however possible that it is the high 'brawn' content of these very jobs that lead people to be less happy in these occupations. To investigate this further we add the three latent factors denoted $P B B_{j}$ to equation (2). So, we estimate:

$$
\begin{equation*}
Y_{i j t}=\alpha_{i s}+\delta S O M_{j s}+P B B_{j} \chi+X_{j s} \beta+X_{i j t} \gamma+\mu_{t}+\varpi_{a}+\varepsilon_{i j t} \tag{3}
\end{equation*}
$$

Including $P B B_{j}$ allows us to investigate whether the negative correlation between the SOM and overall satisfaction in the female regressions might be driven by the fact that some females are employed in jobs that don't match their preferences for job attributes. Hence we are both interested in the coefficients associated with 'people,' 'brains,' and 'brawn' as well as with the impact the $P B B_{j}$ factors have on the coefficient on the SOM.

Table 7 shows the results from an analysis that adds the three latent factors to the job satisfaction regressions. The addition of the PBB variables does not change the coefficients for the SOM in the male job satisfaction regressions significantly for the US or Britain, they remain small and centered around zero. The coefficient for Russia is no longer statistically significant. On the other hand, the inclusion of these variables has reduced the magnitudes of the SOM coefficients in the female regressions. Specifically, for all countries the coefficient on the share of males is about two-thirds or less of its original value. For example, the US coefficient has decreased from -0.182 to -0.111 . These reductions are not only sizeable but are also statistically significant, as indicated by a generalized Hausman test in the last row
comparing the SOM coefficients in Table 7 to the corresponding ones in Table 3. These findings suggest that job attributes play an important role in explaining female job satisfaction. However, job satisfaction still remains negatively correlated with whether the occupation is male dominated as well.

The coefficients on the PBB variables suggest that women tend to be happier in 'people' and in 'brain' jobs. The results suggest that British males are also happier in people jobs, however these effects are not significant in the other two countries. The sexes bifurcate most with respect to 'brawn:' women tend to dislike these jobs and the effects are always strong and significant for women ${ }^{20}$. In contrast, the same coefficients are small and not significant for $m^{21}$. We note that adding personal characteristics or measures of workplace flexibility to these regressions does not change the coefficients or conclusions regarding PBB (see online Appendix E).

While the job satisfaction regressions paint a picture, which supports the idea that men and women have different preferences, this is not born out in terms of their job mobility. The mover and leaver results in Table 8 hardly change when the PBB variables are added. Moreover, the coefficients on the PBB variables show less of a clear pattern and are typically not significant.

Notice that the mover regressions only tell us about job changes, not the overall allocation of individuals to jobs, which are also driven by initial job choices. In order to see how these results compare to the overall allocation, Table 9 presents a linear regression where the SOM

[^10]is dependent variable and the three latent factors are regressors, along with some occupational averages, time dummies and area dummies (though we run this at the individual level, note that this is essentially an occupation level regression and the individuals here only serve to give different weights to different occupations). These regressions use the CPS, QLFS, and RMLS. This table highlights that there is substantial sorting in all three countries along the PBB dimension. Women are overrepresented in people jobs, men in brawn jobs, and they share brain jobs (with the exception of Britain which has a higher proportion of women in brain jobs). Notice that occupational segregation along these lines is strongest in Russia and weakest in the US.

## Testosterone

The finding that preferences matter for job choice squares with Pinker's (2008) idea that women inherently prefer careers in which they spend time with other people. She suggests that careers with a need for empathy provide better job matches for females. Women tend to have higher levels of oxytocin, a hormone that acts as a neuromodulator in the brain, and which has been labeled the "bonding hormone." Conversely, males with higher levels of testosterone tend to seek out jobs where they 'make things' (see also Browne, 2006).

Average hormone levels differ between the sexes but there are large differences across individuals as well. Hence, in order to investigate the idea that differences in job choices by women and men may have a biological basis, we would ideally add the biological determinants of these differences to our regressions. There are various practical limitations to this exercise. Oxytocin and testosterone may play an important role for differences of male and female behaviors but they are unlikely the only biological determinants. Moreover, we don't have data on oxytocin. Testosterone, on the other hand, is fairly easy to measure from saliva samples, and such data were gathered for Britain in the successor to BHPS data, which can be matched to a subsample of the individuals used in our previous analyses. In particular, a single saliva sample was gathered for each respondent between the years 2010-2012. While testosterone levels measured in saliva reflect blood levels of this hormone (e.g., Kahn et al., 1988; Shirtcliff et al., 2002; Granger et al., 2004), testosterone concentrations fluctuate over the course of the day and in response to external factors. This will introduce noise and is likely to attenuate any estimated hormonal effects.

As a result, the testosterone measure we have is at best a very crude proxy for any permanent biological differences across the sexes which may matter for occupational choices, should these exist. Despite these shortcomings, other studies have related similar measures to occupational outcomes. Sapienza, Zingales, and Maestripieri (2009) use saliva based testosterone measures to study risk aversion and career choices in a small sample of male and female MBA students. Dabbs (1992) and Manning et al. (2010) relate testosterone levels (or correlates of it) to occupational choices in much larger single sex samples. Here we turn to the question whether differences in individual testosterone levels may help explain attitudes of men and women in different jobs in our job satisfaction regressions.

Table 10 returns to the simple fixed effects specifications from Table 3 excluding the PBB variables for the subsample of BHPS respondents for whom we have a testosterone measure. Moreover, we pool men and women and restrict the coefficients on the occupation averages other than the SOM (i.e. wages, hours, education levels, and age) to be the same across sexes. The initial columns for each dependent variable show regressions on the SOM and the SOM interacted with a female dummy. Commensurate with our earlier findings, the main effect is close to zero, and the female interaction is negative at around -0.2 for the job satisfaction variables, and 0.2 for occupational mobility.

The second column for each dependent variable adds an interaction between the SOM and testosterone levels to the regressions. This regression is basically a horse race to test whether sex or hormone levels work as stronger predictors for job satisfaction and labor market transitions. Throughout, the coefficients on the female SOM interaction change relatively little while the testosterone interactions are small. The difference between average male and female testosterone levels is about 15 nanomol/l and the overall standard deviation around 8 $\mathrm{nmol} / \mathrm{l}$. The standard deviation among men is around $6 \mathrm{nmol} / \mathrm{l}$ while there is basically no variation in testosterone levels among females (and little overlap with the male distribution as a result).

Crucially, standard errors have increased a lot when we add the testosterone interactions. Standard errors on the female SOM interaction are at least double when we include the testosterone SOM variable. The standard errors on the latter are 0.012 in the job satisfaction regression. Multiplying this by 15, the average male-female difference yields a value of 0.18 - the order of magnitude of the female SOM coefficient. While the point estimates favor sex per se in these regressions, we don't have enough statistical power to distinguish cleanly
between the hormone measures and sex. This problem is compounded by the fact that we expect the testosterone estimate to be attenuated due to measurement problems. But our results do not suggest that biology is crying out as the culprit for male-female differences in attitudes in the labor market.

This result is roughly in line with Sapienza, Zingales, and Maestripieri (2009), who also find that sex is a more potent explanatory variable for job choices than testosterone levels (unless they focus on subsamples). However, it contrasts with the strong correlations between digit ratios and height (variables correlated with prenatal testosterone exposure and adult levels, respectively) in Manning et al. (2010). Clearly, more research with large samples and a broader set of high quality biomarkers will be necessary to make headway on these issues

## Discussion

Stigler and Becker (1977) have famously cautioned economists against relying on variation in preferences to explain economic outcomes, suggesting that the most worthwhile focus is on the comparative statics induced by variation in constraints. The literature on differences in labor market outcomes and behaviors between men and women has indeed for a long time adopted this approach, and studied the impact of discrimination, human capital investments, and labor supply. Less than two decades ago, Altonji and Blank (1999) devoted two paragraphs of their handbook chapter on race and gender to differences in preferences before moving on to the traditional constraint based explanations.

But stubborn differences in male and female pay and occupational segregation remain as disparities in many of the constraints faced by men and women seem to have diminished. At the same time, economists have grown more relaxed about thinking about differences in tastes. The handbook chapter by Bertrand (2010), a mere ten years after Altonji and Blank, focuses almost entirely on explanations based on differences in psychological traits between men and women, as well as gender identity. A powerful form in which such psychological differences manifest themselves is in different tastes of men and women for the type of work they do. We argue that economists should be open-minded towards this explanation, and subject it to scrutiny.

Here we have offered an attempt at this by analyzing the differences in job satisfaction of women in male and female dominated jobs. Overall we find that women are happier in the
jobs which women frequently choose--those that are relatively low in brawn and relatively high in people and brains. Adding various average characteristics of the workers in an occupation (education, age, hours, and wages) to these job satisfaction equations does not change this relationship substantially. Hence, it is noteworthy that the content of the work, which we have captured in the PBB variables, changes the results markedly. Mind you, PBB come nowhere near wiping out the effect of the SOM regressor as this stays large and significant. This is not surprising since actual choices likely remain a good proxy for many hard to observe characteristics of an occupation, which matter to individuals. That the SOM coefficient moves at all is a crude indicator that women may indeed care more about the content of the jobs they do.

Regression models for actual job choices paint a somewhat different picture. When we run regressions to test whether women leave male dominated occupations, as we do in Tables 2, 3, and 7, we find that adding the PBB regressors makes no substantive or systematic difference to the coefficients on the SOM. Women are more likely than men to move out of male dominated occupations no matter whether we control for occupation content or not.

Economists tend to favor evidence based on revealed behaviors over stated preferences. Nevertheless, there are reasons to look to the job satisfaction regressions as a useful alternative to the mobility regressions. The SOM variable itself captures the sorting of men and women into occupations. The lower the SOM, the fewer opportunities there are to change occupations and end up in an occupation with an even lower SOM. Suppose that the SOM captures occupational characteristics, which men and women care about. If the SOM is lower in an occupation then it is more difficult for women to find another occupation, which is very different because they basically only have higher SOM occupations to choose from. This is not true for women who work in occupations where the SOM takes on intermediate values, as these women can go in both directions when changing jobs. This problem due to the boundedness of the SOM distribution is symmetric, and equally applies to high SOM occupations. Of course, women are mechanically overrepresented in low SOM occupations. This may be a strong force leading to a positive coefficient in the mobility regressions. This problem doesn't arise for the job satisfaction regressions, where the left and right hand side variables are distinct. A caveat is that the regressions where we look at leavers from the labor force also shouldn't face this problem but they generally mirror the occupational mover results.

We feel that the idea that men and women may have different tastes for occupational attributes potentially has some traction and we offer evidence pointing in that direction. Economists should explore this possibility because the policy implications of taste based sorting into occupations differ substantially from explanations based on constraints. The latter suggest that policies should remove constraints, for example through antidiscrimination legislation or mandates to employers to allow workers more flexibility when combining family responsibilities with work. One goal of these policies is to close gender gaps in occupational allocations, which in turn should help close the gender pay gap. On the other hand, if women do not want to do the same jobs as men there seems less sense in trying to tackle occupational segregation. Instead, governments may want to look towards increasing the demand in the types of jobs often done by women in order to close the gender pay gap directly. Many of these jobs are concentrated in health, social care, and education sectors, which are largely under government control. So, more funding for these areas seems a potential solution with the costs being covered by higher taxes on male dominated jobs.
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Figure 1: The Share of Males in Female Jobs


Notes: The lines in this graph show the share of males (SOM) in the occupations in which females work in a particular year in the US. The top line uses Census data and is based on the SOM in each occupation in 1950 using the IPUMS 1950 consistent occupation code. The second line uses annual CPS data; the proportion of males in an occupation is calculated based on the 1968 data (this also requires a cross-walk between the different occupation coding systems). The bottom line uses the current occupation codes and fixes the SOM in the year the current code was first introduced. The line is broken whenever a new set of occupation codes comes into use.

Figure 2: Trends in the Share of Males in Selected White Collar Jobs


Notes: This graph shows the share of males in selected white-collar occupations in the US Census.
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[^1]:    ${ }^{1}$. Based on the 2014 Current Population Survey (CPS) monthly outgoing rotation group data.
    ${ }^{2 .}$ See Altonji and Blank (1999). Women's "Second Shift" when they combine market work with home making is portrayed by Hochschild and Machung (1989).

[^2]:    ${ }^{3 .}$ Give that both of these outcomes rely on comparing occupation codes across periods, this analysis omits the year 2000 from the analysis.
    ${ }^{\text {4. }}$ Practically, this is equal to 1 if a person's occupation code in $t+1$ is different to that documented in $t$, and they started a job with a new employer between the two survey periods.
    ${ }^{5}$ From 1992-2002 the CPS uses 1990 occupation codes.
    ${ }^{6}$. Hourly wages are calculated from the Merged Outgoing Rotation Groups.

[^3]:    ${ }^{7}$. We have investigated the sensitivity of our results to i) unweighted regressions of the original BHPS sample only ii) weighted regressions of the main BHPS sample, where the weights are the longitudinal weights described in Taylor et al (2010) (these are the weights recommended for use in longitudinal analysis, however we lose a significant amount of our sample owing to these weights only being provided when an individual was present in all waves. The conclusions in this work are robust to these changes. See online appendix D for these results.
    ${ }^{8 .}$ Give that both of these outcomes rely on comparing occupation codes across periods, this analysis omits the year 2002 from the analysis.

[^4]:    ${ }^{9}$ With the exception that for movers we do not observe if the person is with a new employer so the definition simply relies on a person switching their occupation
    ${ }^{10 .} \mathrm{http}: / / \mathrm{www}$. issp.org/page.php?pageId=4
    ${ }^{11 .} \mathrm{http}$ ://www.europeansocialsurvey.org/

[^5]:    ${ }^{\text {12. For the BHPS this amounts to the inclusion of } 19 \text { fixed effects representing the following regions: inner London, outer London, rest of the }}$ South East, South West, East Anglia, East Midlands, West Midlands Conurbation, Rest of the West Midlands, Greater Manchester, Merseyside, Rest of the North West, South Yorkshire, West Yorkshire, Rest of Yorks and Humberside, Tyne and Wear, Rest of the North, Wales, Scotland and Northern Ireland. For the United States, regions are at a higher level, so we control only for whether the respondent resides in the North East, North Central, South or West. For Russia we include eight individual site indicators
    ${ }^{13 .}$ See Cameron, Gelbach, and Miller (2011). Practically this is implemented using ivreg2 and xtivreg2 as appropriate in Stata.

[^6]:    ${ }^{14}$ This seems to be driven by blue-collar roles and is in line with the idea that blue-collar male jobs were shed over this period (Autor and Wasserman, 2013).

[^7]:    ${ }^{15}$ A possible explanation for the difference in the SOM coefficient across male and female regressions corresponds to differences experienced at the firm level. The 2004 Workplace Employment Relations Survey (WERS) is data collected from 2295 British workplaces in 2004. Employees within the firm are also surveyed and notably in 2004 a question on satisfaction with work itself was asked that is in the spirit of the question we analyzed from the BHPS. Given that more than one individual within the firm is included it is possible to incorporate firm fixed effects in a regression. The results from this analysis are documented in online appendix F (first two columns Table F.1). Standard errors are large given that SOM is invariant by occupation, and many people interviewed in the same firm often share the same occupation. Overall, while including the firm fixed effect reduces the female coefficient to nearly zero, the coefficient in the male regression is now very large in magnitude and positive. Thus, the large difference in the SOM coefficients across genders remains.

[^8]:    ${ }^{16 .}$ We choose to work with this version as we have a crosswalk between the US and British occupation codes mapping ONET 5 to the SOC00.
    ${ }^{17 .}$ https://www.census.gov/people/eeotabulation/documentation/jobgroups.pdf
    18. To extract the underlying latent factors, we first determine the number of factors to retain based on a scree plot from an orthogonal exploratory analysis and the eigenvalue of each individual factor (see Appendix C; results are robust to considering correlated factors). Confirmatory factor analysis (CFA) is then performed to extract the final latent variables. (Gorsuch, 2003; Thompson, 2004).

[^9]:    ${ }^{19}$ For the years in the LFS where the UK SOC90 code is used, we use a translation to SOC00 that is implicitly provided by the BHPS. That is, SOC00 appears for the respondent's primary occupation post 2000 and SOC 90 appears for all waves of the survey. So we, have a translation between the two coding systems.

[^10]:    ${ }^{20}$ In order to consider whether the negative coefficient on brawn is driven solely by females being less physically able than males, too do heavy lifting; we also add to the same regression a measure of occupation physicality. This is created by averaging the values of 'handling and moving objects' from the activities category. This attribute was chosen as the characteristic that requires females to carry weight, which may place them at a disadvantage if their body strength is lower. While adding these to the regressions in Table 7 does change the coefficient on brawn it is still -0.023 for females versus 0.005 for males in the US. In the UK the brawn coefficient actually increases in both the overall satisfaction and work itself regressions. Specifically, the new coefficients are -0.039 and -0.034 respectively. Finally, for Russia the coefficient has reduced to -0.028 and the male coefficient has risen slightly to 0.015 . This leads us to conclude that that aversion to the job content of brawn jobs may have something to do with physical strength but that is not the full story.
    ${ }^{21}$ Please see Appendix F for additional results on PBB pertaining to British workplace data that allows for the inclusion of firm fixed effects. In this case, the coefficient on brawn is negative for both sexes but its magnitude is significantly larger for females. Additionally, we note that the inclusion of firm fixed effects yields coefficients on people that are large and positive for females but centered around zero for males. Appendix F also documents the results from cross sectional job satisfaction regressions that add PBB to a baseline specification like equation 1. Specifically, the data considered here is the GSS, ESS and ISSP. These results confirm the patterns documented in Table 8- women dislike brawn jobs. Conversely, males are either indifferent or weakly like (GSS) brawn jobs.

